

    
      
          
            
  
Welcome to 3D Slicer’s documentation!

For older Slicer documentation (4.10 and earlier), refer to the 3D Slicer wiki [https://www.slicer.org/wiki/Documentation/4.10].
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About 3D Slicer


What is 3D Slicer?


	A software application for visualization and analysis of medical image computing data sets. All commonly used data sets are supported, such as images, segmentations, surfaces, annotations, transformations, etc., in 2D, 3D, and 4D. Visualization is available on desktop and in virtual reality. Analysis includes segmentation, registration, and various quantifications.


	A research software platform, which allows researchers to quickly develop and evaluate new methods and distribute them to clinical users. All features are available and extensible in Python and C++. A full Python environment is provided where any Python packages can be installed and combined with built-in features. Slicer has a built-in Python console and can act as a Jupyter notebook kernel with remote 3D rendering capabilities.


	Product development platform, which allows companies to quickly prototype and release products to users. Developers can focus on developing new methods and do not need to spend time with redeveloping basic data import/export, visualization, interaction features. The application is designed to be highly customizable (with custom branding, simplified user interface, etc.). 3D Slicer is completely free and there are no restrictions on how it is used - it is up to the software distributor to ensure that the developed application is suitable for the intended use.




Note: There is no restriction on use, but Slicer is NOT approved for clinical use and the distributed application is intended for research use. Permissions and compliance with applicable rules are the responsibility of the user. For details on the license see here [https://www.slicer.org/wiki/License].

Highlights:


	Free, open-source [https://en.wikipedia.org/wiki/Open_source] software available on multiple operating systems: Linux, macOS and Windows.


	Multi organ: from head to toe.


	Support for multi-modality imaging including, MRI, CT, US, nuclear medicine, and microscopy.


	Real-time interface for medical devices, such as surgical navigation systems, imaging systems, robotic devices, and sensors.


	Highly extensible: users can easily add more capabilities by installing additional modules from the Extensions manager, running custom Python scripts in the built-in Python console, run any executables from the application’s user interface, or implement custom modules in Python or C++.


	Large and active user community.






License

The 3D Slicer software is distributed under a BSD-style open source license that is broadly compatible with the Open Source Definition by The Open Source Initiative [https://opensource.org/] and contains no restrictions on legal uses of the software.

To use Slicer, please read the 3D Slicer Software License Agreement [https://github.com/Slicer/Slicer/blob/main/License.txt] before downloading any binary releases of the Slicer.


Historical notes about the license

The Slicer License was drafted in 2005 by lawyers working for Brigham and Women’s Hospital (BWH), a teaching affiliate of Harvard Medical School, to be BSD-like but with a few extra provisions related to medical software.  It is specific to BWH so it’s not directly reusable, but it could serve as a template for projects with similar goals.

It was written in part because BWH was the prime contractor on an NIH-funded development consortium (NA-MIC [https://www.na-mic.org/]) and wanted all code contributions to be compatible with ultimate use in real-world medical products (that is, commercial FDA-approved medical devices, which are almost universally closed source even if they build on open software).  Compliance with the Slicer License was required for subcontractors, a group that included GE Research, Kitware and several universities (MIT, UNC…) who all reviewed and accepted this license.

The license has been in continuous use since 2005 for the 3D Slicer software package (slicer.org [http://slicer.org]) that as of 2021 has been downloaded more than a million times and has been referenced in about 12,000 academic publications (https://www.slicer.org/wiki/Main_Page/SlicerCommunity). Some of the code is also now being used in several medical products for which this license has been reviewed and accepted by the companies involved.



License terms and reasons

Here are some of the key points that BWH included in addition to BSD terms to make the license suit the case of a large hospital distributing open source medical software.

For using and redistributing 3D Slicer:


	The license states that the code is “designed for research” and “CLINICAL APPLICATIONS ARE NEITHER RECOMMENDED NOR ADVISED” to make it extra clear that any commercial clinical uses of the code are solely the responsibility of the user and not BWH or the other developers.  This is a disclaimer rather than a legal restriction.




For making changes or adding any source code or data to 3D Slicer:


	Contributors explicitly grant royalty free rights if they contribute code covered by a patent they control (i.e. to avoid submarine patents).


	No GPL or other copyleft code is allowed because that could make it complicated and risky to mix Slicer code with private intellectual property, which is often present in regulated medical products.


	Contributors affirm that they have de-identified any patient data they contribute to avoid issues with HIPAA or related regulations.






Status compared to other open source licenses

As of June 2021, the Slicer License has been used for over 15 years without incident. In May of 2021, a discourse user suggested [https://discourse.slicer.org/t/apply-for-osi-open-source-license-status/17791] submitting the license to the OSI license review process [https://opensource.org/approval]. After some discussion and hearing no objections, the community leadership decided to submit the license for review [https://lists.opensource.org/pipermail/license-review_lists.opensource.org/2021-May/thread.html]. Although the OSI process is not legally binding, the discussion could give potential Slicer users perspective on how provisions of the license compare with other commonly used licenses.
The discussion concluded that bundling the contribution agreement in the license makes it non-approvable by OSI and the requirement to use the software for legal purposes may not be consistent with the Open Source Definition [https://opensource.org/osd]. Otherwise the license terms appear not to be controversial. Interested parties should review the full discussion [https://lists.opensource.org/pipermail/license-review_lists.opensource.org/2021-June/thread.html#5166] for details.




How to cite


3D Slicer as a platform

To acknowledge 3D Slicer as a platform, please cite the Slicer web site [https://www.slicer.org/] and the following publications when publishing work that uses or incorporates 3D Slicer:

Fedorov A., Beichel R., Kalpathy-Cramer J., Finet J., Fillion-Robin J-C., Pujol S., Bauer C., Jennings D., Fennessy F.M., Sonka M., Buatti J., Aylward S.R., Miller J.V., Pieper S., Kikinis R. 3D Slicer as an Image Computing Platform for the Quantitative Imaging Network [https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3466397/pdf/nihms383480.pdf]. Magnetic Resonance Imaging. 2012 Nov;30(9):1323-41. PMID: 22770690. PMCID: PMC3466397.




The 3D Slicer name and logo

3D Slicer and the logo are trademarks of Brigham and Women’s Hospital (BWH) and may not be used without permission.  Such permission is broadly granted for academic or commercial uses, such as documenting the use of Slicer in your project or promoting the use of Slicer by others.  Please use the original Slicer logo colors and do not alter the shape or text.  Using Slicer to imply that BWH or the Slicer community endorses your product or project is not permitted without permission.  For other uses please contact Ron Kikinis (kikinis@bwh.harvard.edu) and Steve Pieper (pieper@bwh.harvard.edu).


Individual modules

To acknowledge individual modules: each module has an acknowledgment tab in the top section. Information about contributors and funding source can be found there:

[image: ]

Additional information (including information about the underlying publications) can be typically found on the manual pages accessible through the help tab in the top section:

[image: ]
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Ongoing Slicer support depends on YOU

Please give the Slicer repository a star on github. This is an easy way to show thanks and it can help us qualify for useful services that are only open to widely recognized open projects.
Don’t forget to cite our publications because that helps us get new grant funding.
If you find Slicer is helpful like the community please get involved. You don’t need to be a programmer to help!
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Funding Sources

Many of the activities around the Slicer effort are made possible through funding from public and private sources. The National Institutes of Health of the USA is a major contributor through a variety of competitive grants and contracts. Funding sources that contribute to development of Slicer core or extensions include:




	Grant Number
	Description
	Grant PIs
	Start Date
	End Date
	Title





	NIH 1R01HL153166-01
	Computer Modeling of the Tricuspid Valve in HLHS
	Matthew Jolley
	2021-06-30
	2025-06-30
	Computer Modeling of the Tricuspid Valve in Hypoplastic Left Heart Syndrome



	CZI EOSS 4
	Slicer internationalization and usability
	Pujol, Sonia
	2021-09-01
	2023-09-01
	3D Slicer in My Language: Internationalization and Usability Improvements



	NIH 4P41EB015902
	Neuroimage Analysis Center
	Ron Kikinis
	2013-08-01
	2023-08-31
	Application of Slicer to image-guided neurosurgery and other applications through steered computatiton and image navigation databases



	CANARIE RS3-036
	SlicerAIGT
	Fichtinger, Gabor
	2020-10-01
	2023-03-31
	Develop free open source research software for AI-powered image guided therapy on Slicer platform



	NIH R01MH112748
	High-accuracy brain segmentation tools
	Bouix, Sylvain
	2017-12-01
	2022-10-31
	High Resolution, Comprehensive Atlases of the Human Brain Morphology



	NIH R44DK115332
	Renal Biopsy
	Enquobahrie, Andinet A.
	2019-08-13
	2021-07-31
	Advanced virtual simulator for real-time ultrasound-guided renal biopsy training



	ICEX 0202101723
	SlicerVR Collaboration
	Juan Ruiz Alzola
	2021-01-16
	2021-12-31
	Sistema Virtual Colaborativa Aplicación Médicas



	NIH R01EB025212
	Software annotation
	Enquobahrie, Andinet A.
	2019-07-02
	2021-03-31
	Software for Practical Annotation and Exchange of Virtual Anatomy



	CANARIE RS319
	SlicerIGT
	Fichtinger, Gabor
	2019-10-01
	2020-09-30
	Canadian Research Software Infrastructure



	CANARIE RS214
	SlicerRT
	Fichtinger, Gabor
	2017-07-01
	2020-09-30
	Canadian Research Software Infrastructure



	CHOP
	SlicerHeart
	Matthew Jolley
	2015-08-15
	2020-08-15
	Pediatric cardiac valve modeling, Children Hospital of Philadelphia



	MAC/1.1b/098
	MACBIOLDI
	Juan Ruiz Alzola
	2017-01-01
	2020-09-30
	Medical Technology for Sustainable Development (MedTec4SusDev)



	NIH 2P41EB015898
	DiffusionMRI
	Tempany, Clare M
	2004-04-01
	2020-06-30
	Image Guided Therapy Center



	NIH 5P41EB015898
	National Center for Image Guided Therapy
	Clare Tempany
	2004-04-01
	2020-06-30
	Use of Slicer in a wide array of image-guided therapy research for prostate cancer, neurosurgery, and image naviation



	NIH 1R01EB021391
	Shape
	Paniagua, Beatriz
	2016-09-19
	2020-06-30
	SHAPE ANALYSIS TOOLBOX FOR MEDICAL IMAGE COMPUTING PROJECTS



	NIH U24CA194354
	Slicer-Radiomics-U24
	Aerts, Hugo
	2015-04-01
	2020-03-31
	Quantitative Radiomics System Decoding the Tumor Phenotype



	NIH 1U01CA190234
	Slicer-Radiomics-U01
	Aerts, Hugo
	2015-01-01
	2019-12-01
	Genotype And Imaging Phenotype Biomarkers In Lung Cancer



	NIH 5U24CA180924
	Spatially mapped molecular data analysis
	Joel Saltz
	2014-09-01
	2019-08-31
	Tools to Analyze Morphology and Spatially Mapped Molecular Data



	NIH 5R01CA184354
	NIRFAST (Dartmouth)
	Davis, Scott C.
	2014-04-01
	2019-02-28
	Mri Fluorescence Tomography For Quantifying Tumor Receptor Concentration In Vivo



	NIH R43DE027595
	VROrthognathic
	Paniagua, Beatriz
	2017-09-07
	2018-09-06
	High-Fidelity Virtual Reality Trainer for Orthognathic Surgery



	NIH 1R21DE025306
	CMF
	Paniagua, Beatriz
	2016-09-01
	2018-08-31
	TEXTURAL BIOMARKERS OF ARTHRITIS FOR THE SUBCHONDRAL BONE IN THE TEMPOROMANDIBULAR JOINT



	NIH 1U01NS082086
	HD_SHAPEANALSS
	Gerig, Guido
	2012-09-28
	2018-08-31
	4D Shape Analysis for Modeling Spatiotemporal Change Trajectories in Huntington’s



	NIH U24 CA180918
	QIICR
	Ron Kikinis, Andrey Fedorov
	2013-09-04
	2018-08-31
	Quantitative Image Informatics for Cancer Research (QIICR)



	NIH 5R01NS055903
	HD_KIDS
	Nopoulos, Peggy
	2009-03-01
	2018-07-31
	Growth and Development of the Striatum in Huntington's Disease



	NIH 1U01CA199459
	SlicerDMRI Diffusion MRI
	O'Donnell, Lauren Jean
	2015-09-22
	2018-07-31
	Open Source Diffusion MRI Technology For Brain Cancer Research



	NIH 5R01EB020667-02
	OpenIGTLink
	Tokuda, Junichi
	2015-07-01
	2018-06-30
	OpenIGTLink: A Network Communication Interface for Closed-Loop Image-Guided Interventions



	NIH 5P41EB015902
	DiffusionMRI
	Kikinis, Ron
	2013-08-01
	2018-05-31
	Neuroimaging Analysis Center (Nac)



	NIH 2R42HD081712
	Craniosynostosis
	Linguraru, Marius George
	2016-05-01
	2018-04-30
	IMAGE-GUIDED PLANNING SYSTEM FOR SKULL CORRECTION IN CHILDREN WITH CRANIOSYNOSTOSIS: PHASE II



	NIH R01CA160902
	DWI
	Maier, Stephan E
	2012-04-01
	2018-02-28
	Advancement And Validation Of Prostate Diffusion And Spectroscopic Mri



	NIH 1R01DE024450
	CMF
	Cevidanes, Lucia
	2013-09-10
	2017-08-31
	Quantification Of 3D Bony Changes In Temporomandibular Joint Osteoarthritis



	NIH 2R42CA167907
	PET/CT Calibration Phantom
	Kinahan, Paul E
	2012-05-01
	2017-07-31
	Calibrated Methods For Quantitative Pet/Ct Imaging Phase Ii



	NIH R42CA167907
	PET/CT Calibration Phantom
	Kinahan, Paul E.
	2012-05-01
	2017-07-01
	Calibrated Methods For Quantitative Pet/Ct Imaging Phase Ii



	NA
	HD_TRACKON
	Tabrizi, Sarah
	2012-01-01
	2016-12-31
	TRACK-ON HD



	CCO ACRU
	SlicerRT
	Fichtinger, Gabor
	2011-01-01
	2016-12-31
	Cancer Care Ontario Applied Cancer Research Unit, Canada



	CCO OCAIRO
	SlicerRT
	Jaffray, David
	2011-01-01
	2016-12-31
	Ontario Consortium for Adaptive Interventions in Radiation Oncology, Canada



	NA
	HD_TRAJECTORY
	Kim, Eun Young
	2014-11-01
	2016-10-31
	Developing a Robust Segmentation Pipeline That Allows for Consistent Trajectory Estimation of HD Gene Positive Individuals Across Multiple Longitudinal MRI Sites



	NIH 1R41HD081712
	Craniosynostosis
	Linguraru, Marius George
	2014-09-26
	2016-08-31
	Image-Guided Planning System For Skull Correction In Children With Craniosynostos



	NIH 5R01NS040068
	HD_PREDICT
	Paulsen, Jane
	2000-08-01
	2016-08-31
	Neurobiological Predictors of Huntington's Disease (PREDICT-HD)



	NIH 3R42CA153488
	PET-CT guided needle biopsy
	Cleary, Kevin R.
	2012-09-01
	2016-08-01
	Improving Liver Lesion Biopsy In The Ct Suite Through Fusion With Pet Images



	NIH 1R43DE024334
	OrthognathicTrac
	Enquobahrie, Andinet A.
	2014-08-05
	2016-07-31
	Real-Time Image Guidance For Improved Orthognathic Surgery



	NIH 1R01EB014947
	PediatricRadiologicDecisionSupport
	Murphy, Shawn N
	2012-08-01
	2016-07-31
	Mi2B2 Enabled Pediatric Radiological Decision Support



	NIH 5R01CA111288 
	ProstateBRP
	Tempany, Clare M.
	2004-12-01
	2016-07-01
	Enabling Technologies For Mri-Guided Prostate Interventions



	NIH 5U01CA151261
	ProstateQIN
	Fennessy, Fiona
	2010-09-01
	2016-07-01
	Quantitative Mri Of Prostate Cancer As A Biomarker And Guide For Treatment



	NIH 1U01NS082074
	HD_GENETICS
	Calhoun/Turner
	2013-07-01
	2016-06-30
	Imaging and Genetics in Huntington's Disease



	NIH 1U01NS083173
	HD_PET
	Feigin, Andrew
	2013-07-01
	2016-06-30
	Brain Network Imaging: A Novel Biomarker for Preclinical Huntington’s Disease



	NIH 1R01CA170665
	TubeTK
	Dayton, Paul A.
	2012-09-01
	2016-06-01
	Micro-Tumor Detection By Quantifying Tumor-Induced Vascular Abnormalities



	NIH 1U01NS083223
	HD_WHITEMATTER
	Westin, Carl-Fredrik
	2014-01-01
	2015-12-31
	Characterization of White Matter in Huntington’s Disease Using Diffusion MRI



	CCO RC
	SlicerRT
	Fichtinger, Gabor
	2010-01-01
	2015-12-31
	Cancer Care Ontario Research Chair, Canada



	NIH 1U01NS082083
	HD_FMRI_DWI
	Rao, Stephen Mark
	2012-09-26
	2015-08-31
	Functional Connectivity in Premanifest Huntington’s Disease



	NIH R41CA196565
	Duke Prostate Registration
	Palmeri, Mark L. & McCormick, Matthew M.
	2015-04-01
	2015-04-01
	Prostate Cancer Assessment Via Integrated 3D Arfi Elasticity Imaging And Multi-Parametric Mri



	NIH 1R43EB016621
	TubeTK
	Aylward, Stephen R.
	2013-05-01
	2015-04-01
	In-Field Fast Procedure Support And Automation



	NIH 1R41NS081792
	TubeTK
	Aylward, Stephen R.
	2013-01-01
	2014-12-01
	Multimodality Image-Based Assessment System For Traumatic Brain Injury



	NIH 2R42CA153488
	PET-CT guided needle biopsy
	Cleary, Kevin R.
	2012-09-01
	2014-08-01
	Improving Liver Lesion Biopsy In The Ct Suite Through Fusion With Pet Images



	NIH 1R43CA165621
	TubeTK
	Aylward, Stephen R
	2012-12-01
	2014-08-01
	Quantitative Ultrasound Analysis Of Vascular Morphology For Cancer Assessment



	NIH 5U01NS082085
	HD_SUBCORTICAL_SHAPE
	Miller, Michael & Ross, Christopher
	2012-09-26
	2014-07-31
	Basal Ganglia Shape Analysis and Circuitry in Huntington's Disease



	NIH 5U54EB005149
	HD_DWI
	Kikinis, Ron
	2010-09-30
	2014-06-30
	National Alliance for Medical Image Computing



	NIH 5R01NS054893
	HD_FMRI
	Paulsen, Jane
	2007-05-15
	2013-04-30
	Cognitive and Functional Brain Changes in Preclinical Huntington's Disease (HD)



	NIH R41CA153488
	PET-CT guided needle biopsy
	Cleary, Kevin R.
	2010-07-01
	2012-06-01
	Improving Liver Lesion Biopsy In The Ct Suite Through Fusion With Pet Images








Commercial Use

We invite commercial entities to use 3D Slicer.


Slicer’s License makes Commercial Use Available


	3D Slicer is a free open source software distributed under a BSD style license.


	The license does not impose restrictions on the use of the software.


	3D Slicer is NOT FDA approved. It is the users responsibility to ensure compliance with applicable rules and regulations.


	For details, please see the 3D Slicer Software License Agreement.






Commercial Partners


	Ebatinca SL [https://ebatinca.com/] is an international technology company in Las Palmas, Spain focused on technology for sustainable development. Primary areas: ultrasound navigation and training, collaborative VR, research support, custom Slicer-based solutions.


	Isomics [https://isomics.com/] uses 3D Slicer in a variety of academic and commercial research partnerships in fields such as planning and guidance for neurosurgery, quantitative imaging for clinical trials, clinical image informatics.


	Kitware [https://www.kitware.com/opensource/slicer.html] focuses on solving the world’s most complex scientific challenges through customized software solutions. The company has a long history of contributing to open source platforms that serve as the foundation of many medical visualization and data processing applications. Kitware helps customers develop commercial products based on 3D Slicer and has used the platform to rapidly prototype solutions in nearly every aspect of medical imaging.




Listed in alphabetical order.



3D Slicer based products

Many companies prefer not to disclose what software components they use in their products, therefore here we can only list a few commercial products that are based on 3D Slicer:


	Allen Institute for Brain Science: Allen Institute for Brain Science is developing Cell Locator, a Desktop application for manually aligning specimens to annotated 3D spaces. See more information on this Kitware blog [https://blog.kitware.com/cell-locator-a-3d-slicer-based-desktop-application-that-manually-aligns-specimens-to-annotated-3d-spaces-developed-for-the-allen-institute-for-brain-science/].


	Polarean, Inc. [https://polarean.com/]: Polarean’s XENOVIEW VDP is an FDA-approved software built on 3D Slicer for visualization and evaluation of lung ventilation. See more information on this Kitware blog [https://www.kitware.com/kitware-supports-development-and-launch-of-fda-cleared-mr-image-processingsoftware-for-lung-ventilation-imaging/].


	Radiopharmaceutical Imaging and Dosimetry: RPTDose, a 3D Slicer-based application that streamlines and integrates quantitative imaging analysis and dose estimation techniques to guide and optimize the use of radiopharmaceutical therapy agents in clinical trials. See more information on this Kitware blog [https://blog.kitware.com/kitware-customer-highlight-radiopharmaceutical-imaging-and-dosimetry-llc-rapid/].


	SonoVol [https://sonovol.com/] developed a whole-body ultrasound imaging system for small animals. This start-up company arose from research in the Department of Biomedical Engineering at the University of North Carolina at Chapel Hill. Their team is now part of Revvity, Inc. See more information on this Kitware blog [https://blog.kitware.com/kitware-customer-highlight-sonovol/] and their product website [https://www.perkinelmer.com/category/ultrasound-imaging].


	Xoran Technologies: Image-guided Platform for Deep Brain Stimulation Surgery. See more information on this Kitware blog [https://blog.kitware.com/xoran-technologies-and-kitware-collaborate-on-image-guided-platform-for-deep-brain-stimulation-surgery/].


	Xstrahl [https://www.xstrahl.com/] is developing a Small Animal Radiation Research Platform (SARRP) that uses 3D Slicer as its front-end application for radiation therapy beam placement and system control. See more information on this Kitware blog [https://blog.kitware.com/kitware-customer-highlight-muriplan-from-xstrahl-a-3d-slicer-based-radiotherapy-treatment-planning-system/].




Listed in alphabetical order.




Contact us

It is recommended to post any questions, bug reports, or enhancement requests to the Slicer forum [https://discourse.slicer.org].

Our online issue tracker is available here [https://issues.slicer.org].

For commercial/confidential consulting, contact one of the commercial partners.





            

          

      

      

    

  

    
      
          
            
  
Getting Started

Welcome to the 3D Slicer community. This page contains information that you need to get started with 3D Slicer, including how to install and use basic features and where to find more information.


System requirements

3D Slicer runs on any Windows, Mac, or Linux computer that was released in the last 5 years. Older computers may work (depending mainly on graphics capabilities).

Slicer can also run on virtual machines and docker containers. For example, 3D Slicer + Jupyter notebook in a web browser [https://mybinder.org/v2/gh/Slicer/SlicerNotebooks/master?filepath=SlicerWeb.ipynb] is available for free via Binder service (no installation needed, the application can run in any web browser).


Operating system versions


	Windows: Windows 10 or 11, with all recommended updates installed. Windows 10 Version 1903 (May 2019 Update) version or later is required for support of international characters (UTF-8) in filenames and text. Microsoft does not support Windows 8.1 and Windows 7 anymore and Slicer is not tested on these legacy operating system versions, but may still work.


	macOS: macOS Big Sur (11) or later (both Intel and ARM based systems). Latest public release is recommended.


	Linux: Ubuntu 18.04 or laterCentOS 7 or later. Latest LTS (Long-term-support) version is recommended.
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Get Help

Contact the Slicer community or commercial partners if you have any questions, bug reports, or enhancement requests - following the guidelines described below.


I need help in using Slicer


	You can start with typing your question into Google web search. There is a good chance that your question has been asked and answered before and all questions ever asked about Slicer are publicly available and indexed by Google. Most up-to-date information sources are the Slicer forum [https://discourse.slicer.org] and Slicer documentation on read-the-docs [https://slicer.readthedocs.io/]. Google may find older discussions on former Slicer mailing lists and wiki pages, which may or may not be exactly accurate for the current version of Slicer, but may still provide useful hints.


	Try your best to sort out the issue by reading documentation [https://slicer.readthedocs.io], portfolio of training materials [https://www.slicer.org/wiki/Documentation/Nightly/Training], and checking error logs (in application menu bar: View->Error log).


	If you are still unclear about what to do: ask a question on the Slicer Forum [https://discourse.slicer.org]. In addition to describing the specific question, it helps if you describe the context of your question (who you are, what you are working on, why it is important, what is the overall goal of your project). Knowing more about you and your project increases the chance that somebody volunteers to answer the question and you may get a more relevant answer.






I want to report a problem

If you are not sure if Slicer behaves incorrectly or you are not using it properly then ask about it on the Slicer Forum [https://discourse.slicer.org/c/support] (in the Support category). If you are sure that Slicer is not working as intended then submit a bug report in the Slicer issue tracker [https://github.com/Slicer/Slicer/issues/new?assignees=&amp;labels=type%3Abug&amp;template=bug_report.md].

In your question/report provide all the information that is described in the bug reporting template [https://github.com/Slicer/Slicer/blob/main/.github/ISSUE_TEMPLATE/bug_report.md#summary].


Tip

Don’t be anonymous: real people trying hard to solve real problems are more likely to get valuable help. If you tell about yourself and your project then it may get more attention and the problem may be resolved sooner.





I would like to request enhancement or new feature

First search on the Slicer forum [https://discourse.slicer.org] and in the Slicer issue tracker [https://github.com/Slicer/Slicer/issues?q=is%3Aissue+is%3Aopen+label%3Atype%3Aenhancement] to see if someone asked for this feature already. If you find a very similar request, tell us that you are interested in it too by adding a comment and/or adding a “thumbs-up” to the top post.

If you cannot find a similar feature request, then write a post in the Feature request category [https://discourse.slicer.org/c/support/feature-requests] to discuss it with Slicer developers and community members.


Tip

If you write about yourself and your project then there is a higher chance that your request will be worked on. Describe what assistance you can offer for the implementation (your own time, funding, etc.).





I would like to let the Slicer community know, how Slicer helped me in my research

Please send us the citation for your paper posting in Community category in Slicer forum [https://discourse.slicer.org/c/community/].

Background: Funding for Slicer is provided through competitive mechanisms primarily by the United States government and to a lesser extent through funding from other governments. The justification for those resources is that Slicer enables scientific work. Knowing about scientific publications enabled by Slicer is a critical step in this process. Given the international nature of the Slicer community, the nationality of the scientists is not important. Every good paper counts.



Troubleshooting


Slicer application does not start


	Your computer CPU or graphics capabilities may not meet minimum system requirements.


	Updating your graphics driver may fix some problems, but if that does not help and you have an old computer then you may need to upgrade to a more recently manufactured computer or switch to a software renderer.
A software renderer is particularly useful for running Slicer on a headless machine, such as a virtual machine at a cloud computing provider with strong CPU but no GPU, using Remote Desktop Protocol.


Note

Setting up software renderer on Windows:


	Download Mesa OpenGL driver from https://github.com/pal1000/mesa-dist-win/releases (MSVC version - mesa3d-X.Y.Z-release-msvc.7z). Last tested with release https://github.com/pal1000/mesa-dist-win/releases/tag/22.2.0


	Extract the archive and copy files from the x64 folder into the bin subfolder in the Slicer install tree.


	Configure the rendere by setting environment variables then launch Slicer:

set GALLIUM_DRIVER=llvmpipe
set MESA_GL_VERSION_OVERRIDE=3.3COMPAT
Slicer.exe









This software renderer has been tested to work well on Windows virtual machines on Microsoft Azure.









	Slicer may not work if it is installed in a folder that has special characters in their name. Try installing Slicer in a path that only contains latin letters and numbers (a-z, 0-9).


	Your Slicer settings might have become corrupted


	Try launching Slicer using Slicer.exe --disable-settings (if it fixes the problem, delete Slicer.ini and Slicer-.ini files from your Slicer settings directory.
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User Interface


Application overview

Slicer stores all loaded data in a data repository, called the “scene” (or Slicer scene or MRML scene). Each data set, such as an image volume, surface model, or point set, is represented in the scene as a “node”.

Slicer provides a large number “modules”, each implementing a specific set of functions for creating or manipulating data in the scene. Modules typically do not interact with each other directly: they just all operate on the data nodes in the scene. Slicer package contains over 100 built-in modules and additional modules can be installed by using the Extensions Manager.

[image: ]


Module Panel

This panel (located by default on the left side of the application main window) displays all the options and features that the current module offers to the user. Current module can be selected using the Module Selection toolbar.


Data Probe

Data Probe is located at the bottom of the module panel. It displays information about view content at the position of the mouse pointer:


	Slice view information (displayed when the mouse is over a slice view):


	Slice view name: Red, Green, Yellow, etc.


	Anatomical position: three coordinate values, prefixed with R/L (right/left), A/P (anterior/posterior), S/I (superior/inferior). The origin - (0,0,0) position - was chosen by the imaging technologist when the image was created. For example (R 17.6, P 35.3, S 12.1) for a clinical image means that the current position is 17.6mm to the right from the origin, 35.3mm towards posterior, 12.1mm superior from the origin.


	View orientation: Axial, Sagittal, Coronal for standard anatomical orientations, and Reformat for any other orientation.


	Slice spacing: distance between slices in this orientation. For a clinical image Sp: 2.5 means that slices are 2.5mm distance from each other.






	Volume layer information: three lines, one for each volume layer


	Layer type: L (label), F (foreground), B (background).


	Volume name, or None if no volume is selected for that layer.


	Volume voxel (IJK) coordinates.


	Voxel value. For label volumes the label name corresponding to the voxel value is also displayed.






	Segmentation information: for each segmentation visible at that position


	Layer type: S (segmentation)


	Segmentation name.


	Segment names. Multiple segment names are listed if multiple segments are displayed at that position (the segments overlap).











Views

Slicer displays data in various views. The user can choose between a number of predefined layouts, which may contain slice, 3D, chart, and table views.

The Layout Toolbar provides a drop-down menu of layouts useful for many types of studies. When Slicer is exited normally, the selected layout is saved and restored next time the application is started.



Application Menu


	File: Functions for loading a previously saved scene or individual datasets of various types, and for downloading sample datasets from the internet. An option for saving scenes and data is also provided here. Add Data allows loading data from files. DICOM module is recommended to import data from DICOM files and loading of imported DICOM data. Save opens the “Save Data” window, which offers a variety of options for saving all data or selected datasets.


	Edit: Contains an option for showing Application Settings, which allows users to customize appearance and behavior of Slicer, such as modules displayed in the toolbar, application font size, temporary directory location, location of additional Slicer modules to include.


	View: Functions for showing/hiding additional windows and widgets, such as Extensions Manager for installing extensions from Slicer app store, Error Log for checking if the application encountered any potential errors, Python Console for getting a Python console to interact with the loaded data or modules, show/hide toolbars, or switch view layout.






Toolbar

Toolbar provides quick access to commonly used functions. Individual toolbar panels can be shown/hidden using menu: View / Toolbars section.

Module Selection toolbar is used for selecting the currently active “module”. The toolbar provides options for searching for module names (Ctrl + f or click on magnify glass icon) or selecting from a menu. Module history dropdown button shows the list of recently used modules. Arrow buttons can be used for going back to/returning from previously used module.

[image: ]

Favorite modules toolbar contains a list of most frequently used modules. The list can be customized using menu: Edit / Application settings / Modules / Favorite Modules. Drag-and-drop modules from the Modules list to the Favorite Modules list to add a module.



Status bar

This panel may display application status, such as current operation in progress. Clicking the little X icons displays the Error Log window.




Review loaded data

Data available in Slicer can be reviewed in the Data module, which can be found on the toolbar or the modules list [image: ]. More details about the module can be found on the Slicer wiki [https://www.slicer.org/wiki/Documentation/Nightly/Modules/Data].

The Data module’s default Subject hierarchy tab can show the datasets in a tree hierarchy, arranged as patient/study/series as typical in DICOM, or any other folder structure:

[image: ]

The Subject hierarchy view contains numerous built-in functions for all types of data. These functions can be accessed by right-clicking the node in the tree. The list of actions differs for each data type, so it is useful to explore the options.

Medical imaging data comes in various forms and representations, which may confuse people just starting in the field. The following diagram gives a brief overview about the most typical data types encountered when using Slicer, especially in a workflow that involves segmentation.

[image: ]


Selecting displayed data

Data module’s Subject hierarchy tab shows all data sets in the scene. Click the “eye” icon to show/hide an item in all views. Drag-and-drop an item into a view to show it in that view.

[image: ]

Multiple items can be selected in the subject hierarchy tree using Ctrl-Left-Click or Shift-Left-Click and dragged at once into selected view. If two volumes are dragged into a view at the same time then they will be both shown, blended together.

If a view is displayed only in selected views, you can right-click on the item and select “Show in all views” to quickly show in all views.

If view link is enabled for a slice view then dragging a volume to any of the views will show the volume in all the views in that group.

Display options can be adjusted by right-clicking the eye icon in the display column of the tree. Note that these options are different from options that are offered when right-clicking on the “Node” or “Transform” column in the tree.

[image: ]

For volumes, display options include:


	Reset field of view on show: if enabled, then showing a volume makes adjust views to show the volume in the center, filling the field of view.


	Reset view orientation on show: if enabled, then showing a volume makes the slice views aligned with the volume axes.







Interacting with views


View Cross-Reference

Holding down the Shift key while moving the mouse in any slice or 3D view will cause the Crosshair to move to the selected position in all views. By default, when the Crosshair is moved in any views, all slice views are scrolled to the same RAS position indexed by the mouse. This feature is useful when inspecting.

To show/hide the Crosshair position, click crosshair icon
[image: ].

To customize behavior and appearance of the Crosshair, click the “down arrow” button on the right side of the crosshair icon.



Mouse Modes

Slicer has multiple mouse modes: Transform (which allows interactive rotate, translate and zoom operations), Window/Level to adjust brightness/contrast of the image volumes, and Place (which permits objects to be interactively placed in slice and 3D views).

[image: ]

The toolbar icons that switch between these mouse modes are shown from left to right above, respectively. Place Point List is the default place option as shown above; options to place other nodes such as Ruler and Region of Interest Widgets are also available from the drop-down Place Mode menu.


Note: Transform mode is the default interaction mode. By default, Place mode persists for one “place” operation after the Place Mode icon is selected, and then the mode switches back to Transform. Place mode can be made persistent (useful for placing multiple control points) by checking the Persistent checkbox shown rightmost in the Mouse Mode Toolbar.





Adjusting image window/level

Medical images typically contain thousands of gray levels, but regular computer displays can display only 256 gray levels, and the human eye also has limitation in what minimum contrast difference it can notice (see Kimpe 2007 [https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3043920/] for more specific information). Therefore, medical images are displayed with adjustable brightness/contrast (window/level).

By default 3D Slicer uses window/level setting that is specified in the DICOM file. If it is not available then window/level is set to contain the entire intensity range of the image (except top/bottom 0.1%, calculated using percentiles, to not let a very thin tail of the intensity distribution to decrease the image contrast too much).

Window/level can be manually adjusted anytime by clicking on “Adjust window/level” button on the toolbar then left-click-and-drag in any of the slice viewers. Optimal window/level can be computed for a chosen area by lef-click-and-dragging while holding down Ctrl key.

[image: ] [https://youtu.be/u1B0F1KcVsk]

Additional window/level options, presets, intensity histogram, automatic adjustments are available in Display section of Volumes module.  Presets are also available in the context menu of the Slice views.  You can reset to the automatically calculated window/level settings using the context menu or by using Ctrl + left-double-click on the Slice view.




3D View

Displays a rendered 3D view of the scene along with visual references to specify orientation and scale.

Default orientation axes: A = anterior, P = posterior, R = right, L = left, S = superior and I = inferior.

[image: ]

3D View Controls: The blue bar across any 3D View shows a pushpin icon on its left. When the mouse rolls over this icon, a panel for configuring the 3D View is displayed. The panel is hidden when the mouse moves away. For persistent display of this panel, just click the pushpin icon.


	Center 3D view (small square) centers the slice on the currently visible 3D view content and all loaded volumes (even if volumes that are not visible). The field of view (zoom factor) is not adjusted, therefore it may be necessary to zoom in/out to see all objects. To reset the center and field of view at the same time, click in the 3D view and hit r key.


	Maximize view / Restore view layout temporarily maximizes the selected view / restores the full view layout.


	Viewpoint direction switches orientation of the view between standard directions. Clicking on Left, Right, Anterior, Posterior, Superior, Inferior button will make the 3D content viewed from that direction.


	View link button synchronizes properties across 3D views (viewpoint position, direction, ruler, orientation marker, etc. settings).


	Orthographic/perspective rendering mode toggle. Orthographic mode (parallel projection) is useful for assessing size, because displayed object size does not depend on distance from the viewpoint. Perspective mode provides better depth perception, because objects that are closer appear larger.


	Ruler controls display of ruler. Only available in orthographic rendering mode.


	Stereo viewing enables stereoscopic display. Red/blue and anaglyph modes just require inexpensive red/blue colored glasses. Other modes require special 3D display hardware. Note that SlicerVirtualReality extension [https://www.slicervr.org/] offers superior stereo viewing and interaction experience, with fully immersive 3D visualization by a single click of a button, and rich interaction with objects in the scene using 3D controllers.


	More options (…)


	Use depth peeling must be enabled for correct rendering of semi-transparent surfaces (in models, markups, etc). It may make rendering updates slightly slower and artifacts when volume rendering is used in the view.


	Show/Hide frames per second (FPS) displays rendering speed in the corner of the view.






	Orientation Marker controls display of human, cube, etc in lower right corner.


	Visibility options controls visibility of view background color and displayed components.


	Spin continuously spins the view around.


	Rock continuously rocks the view left-to-right.


	Zoom in/out slightly zooms in/out the view. Convenient buttons for touchscreens.


	Tilt Lock can be toggled using Ctrl + b keyboard shortcut. In tilt lock mode 3D view rotation is restricted to the azimuth axis (left-right direction) by disabling rotation around elevation axis (up-down direction).






Slice View

Three default slice views are provided (with Red, Yellow and Green colored bars) in which Axial, Sagittal, Coronal or Oblique 2D slices of volume images can be displayed. Additional generic slice views have a grey colored bar and an identifying number in their upper left corner.

[image: ]

Slice View Controls: The colored bar across any slice view shows a pushpin icon on its left (Show view controls). When the mouse rolls over this icon, a panel for configuring the slice view is displayed. The panel is hidden when the mouse moves away. For persistent display of this panel, just click the pushpin icon. For more options, click the double-arrow icon (Show all options).

View Controllers module provides an alternate way of displaying these controllers in the Module Panel.


	Reset field of view (small square) centers the slice on the current background volume


	Show in 3D “eye” button in the top row can show the current slice in 3D views. Drop-down menu of the button contains advanced options to customize how this slice is rendered: “…match volume” means that the properties are taken from the full volume, while “…match 2D” means that the properties are copied from the current slice view (for example, copies zoom and pan position). Typically these differences are subtle and the settings can be left at default.


	Slice orientation displays allows you to choose the orientation for this slice view.


	Lightbox to select a mosiac (a.k.a. contact sheet) view.  Not all operations work in this mode and it may be removed in the future.


	Reformat allows interactive manipulation of the slice orientation.


	Slice offset slider allows slicing through the volume. Step size is set to the background volume’s spacing by default but can be modified by clicking on “Spacing and field of view” button. The label next to the offset value (e.g., S, L, A, IL, IRP) reflects the slice normal direction. If the offset slider moved to the right then the slice moves in this normal direction. If the slice normal direction is not aligned with an axis then the label contains a combination of directions, with the order of axes reflecting the dominance of the axis. For example, if the plane normal points to anterior and slightly left then the label is AL, while if the plane normal mostly left and slightly anterior then the label is LA.


	Blending mode specifies how foreground and background layers are mixed.


	Spacing and field of view Spacing defines the increment for the slice offset slider. Field of view sets the zoom level for the slice.


	Rotate to volume plane changes the orientation of the slice to match the closest acquisition orientation of the displayed volume.


	Orientation Marker controls display of human, cube, etc in lower right corner.


	Ruler controls display of ruler in slice view.


	View link button synchronizes properties of views in the same view group, such as foreground/background/label volume selection, foreground/label volume opacity, zoom factor.


	For parallel views (i.e., that are set to the same orientation,OD such as axial), the view center position is synchronized as well.


	Long-click on the button exposes hot-linked option, which controls when properties are synchronized (immediately or when the mouse button is released).


	A view group typically consists of 3 orthogonal views (e.g., in Four-Up view, R, G, Y, views are in the same group). In layouts that contain multiple triplets of slice views, each triplet forms a separate group (e.g., in Three over threelayout there are two view groups, one group isR, G, Y, the other groups is R+, G+, Y+`).






	Layer visibility “eye” buttons and Layer opacity spinboxes control visibility of segmentations and volumes in the slice view.


	Foreground volume opacity slider allows fading between foreground and background volumes.


	Interpolation allows displaying voxel values without interpolation. Recommended to keep interpolation enabled, and only disable it for testing and troubleshooting.


	Node selectors are used to choose which background, foreground, and labelmap volumes and segmentations to display in this slice view. Note: multiple segmentations can be displayed in a slice view, but slice view controls only allow adjusting visibility of the currently selected segmentation node.







Mouse & Keyboard Shortcuts


Generic shortcuts




	Shortcut
	Operation





	Ctrl + f
	find module by name (hit Enter to select)



	Ctrl + o
	add data from file



	Ctrl + s
	save data to files



	Ctrl + w
	close scene



	Ctrl + 0
	show Error Log



	Ctrl + 1
	show Application Help



	Ctrl + 2
	show Application Settings



	Ctrl + 3 / Ctrl + `
	show/hide Python Console



	Ctrl + 4
	show Extensions Manager



	Ctrl + 5
	show/hide Module Panel



	Ctrl + h
	open default startup module (configurable in Application Settings)







Slice views

The following shortcuts are available when a slice view is active. To
activate a view, click inside the view: if you do not want to change
anything in the view, just activate it then do right-click without
moving the mouse. Note that simply hovering over the mouse over a slice
view will not activate the view.




	Shortcut
	Operation





	right-click + drag up/down
	zoom image in/out (Alt optional, useful during point placement)



	Ctrl + mouse wheel
	zoom image in/out



	middle-click + drag
	pan (translate) view (Alt optional, useful during point placement)



	Shift + left-click + drag
	pan (translate) view (Alt optional, useful during point placement)



	left arrow / right arrow
	move to previous/next slice



	b / f
	move to previous/next slice



	Shift + mouse move
	move crosshair in all views



	Ctrl + Alt + left-click + drag
	rotate slice intersection of other views (Slice intersections must be enabled in Crosshair selection toolbar)



	v
	toggle slice visibility in 3D view



	r
	reset zoom and pan to default



	g
	toggle segmentation or labelmap volume



	t
	toggle foreground volume visibility



	[ / ]
	use previous/next volume as background



	{ / }
	use previous/next volume as foreground



	left-double-click
	maximize view/restore view layout







3D views

The following shortcuts are available when a 3D view is active. To
activate a view, click inside the view: if you do not want to change
anything in the view, just activate it then do right-click without
moving the mouse. Note that simply hovering over the mouse over a slice
view will not activate the view.




	Shortcut
	Operation





	Shift + mouse move
	move crosshair in all views



	left-click + drag
	rotate view (Alt optional, useful during point placement)



	left arrow / right arrow
	rotate view



	up arrow / down arrow
	rotate view



	End or Keypad 1
	rotate to view from anterior



	Shift + End or Shift + Keypad 1
	rotate to view from posterior



	Page Down or Keypad 3
	rotate to view from left side



	Shift + Page Down or Shift + Keypad 3
	rotate to view from right side



	Home or Keypad 7
	rotate to view from superior



	Shift + Home or Shift + Keypad 7
	rotate to view from inferior



	right-click + drag up/down
	zoom view in/out (Alt optional, useful during point placement)



	Ctrl + mouse wheel
	zoom view in/out



	Ctrl + b
	toggle tilt lock



	+ / -
	zoom view in/out



	middle-click + drag
	pan (translate) view (Alt optional, useful during point placement)



	Shift + left-click + drag
	pan (translate) view (Alt optional, useful during point placement)



	Shift + left arrow / Shift + right arrow
	pan (translate) view



	Shift + up arrow / Shift + down arrow
	pan (translate) view



	Shift + Keypad 2 / Shift + Keypad 4
	pan (translate) view



	Shift + Keypad 6 / Shift + Keypad 8
	pan (translate) view



	Keypad 0 or Insert
	reset zoom and pan, rotate to nearest standard view



	left-double-click
	maximize view/restore view layout






Note: Simulation if shortcuts not available on your device:


	One-button mouse: instead of right-click do Ctrl + click


	Trackpad: instead of right-click do two-finger click









Python console

The following shortcuts are available in the Python console.




	Shortcut
	Operation





	Tab
	auto-complete



	up arrow / down arrow
	command history



	Esc
	clear selection, return to current command line, clear current command line



	Ctrl + g
	run Python script from a file



	Ctrl + v
	paste Python script from clipboard and run it





Note that when code is pasted into an empty line then all the code in the clipboard is executed at once. If the current command line is not empty then the code from the clipboard is pasted into the console and executed line by line. When code is executed line by line, the behavior is different in that an empty input line immediately closes the current block, and output is printed after executing each line.
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Coordinate systems


Introduction

One of the issues while dealing with medical images and applications are the
differences between the coordinate systems. There are three coordinate systems
commonly used in imaging applications: a difference can be made between the
world, anatomical and the image coordinate system.

The following figure illustrates the three spaces and their corresponding
axes:

[image: coordinate_systems]

Each coordinate system serves one purpose and represents its data in
a particular way.

Anatomy image based on an image shared by the My MS organization [https://my-ms.org/mri_planes.htm].

Note that Chand John of Stanford created a detailed presentation about the way coordinates are handled in Slicer [https://www.na-mic.org/w/img_auth.php/3/3f/Coordinate_Systems_Demystified.ppt].


World coordinate system

The world coordinate system is typically a Cartesian coordinate system in
which a model (e.g. a MRI scanner or a patient) is positioned. Every model has
its own coordinate system but there is only one world coordinate system to
define the position and orientation of each model.



Anatomical coordinate system

The most important model coordinate system for medical imaging techniques is
the anatomical space (also called patient coordinate system). This space
consists of three planes to describe the standard anatomical position of a
human:


	the axial plane is parallel to the ground and separates the head
(Superior) from the feet (Inferior).


	the coronal plane is perpendicular to the ground and separates the front
(Anterior) from the back (Posterior).


	the sagittal plane is perpendicular to the ground and separates the Left from the Right.




From these planes it follows that all axes have their notation in a positive
direction (e.g. the negative Superior axis is represented by the Inferior axis).

The anatomical coordinate system is a continuous three-dimensional space in
which an image has been sampled. In neuroimaging, it is common to define this
space with respect to the human whose brain is being scanned. Hence, the 3D
basis is defined along the anatomical axes of anterior-posterior,
inferior-superior, and left-right.

However different medical applications use different definitions of this 3D
basis. Most common are the following bases:


	LPS (Left, Posterior, Superior) is used in DICOM images





\[\begin{split}
LPS = \begin{Bmatrix}
\text{from right towards left} \\
\text{from anterior towards posterior} \\
\text{from inferior towards superior}
\end{Bmatrix}
\end{split}\]


	RAS (Right, Anterior, Superior) is similar to LPS with the first two axes
flipped





\[\begin{split}
RAS = \begin{Bmatrix}
\text{from left towards right} \\
\text{from posterior towards anterior} \\
\text{from inferior towards superior}
\end{Bmatrix}
\end{split}\]

Thus, the only difference between the two conventions is that the sign of the
first two coordinates is inverted.

Both bases are equally useful and logical. It is just necessary to know to
which basis an image is referenced.



Image coordinate system

The image coordinate system describes how an image was acquired with respect
to the anatomy. Medical scanners create regular, rectangular arrays of points
and cells which start at the upper left corner. The \(i\) axis increases to the
right, the \(j\) axis to the bottom and the \(k\) axis backwards.

In addition to the intensity value of each voxel \((i j k)\) the origin and
spacing of the anatomical coordinates are stored too.


	The origin represents the position of the first voxel (0, 0, 0) in the
anatomical coordinate system, e.g. (100, 50, -25) mm.


	The spacing specifies the distance between voxels along each axis, e.g.
(1.5, 0.5, 0.5) mm.




The following 2D example shows the meaning of origin and spacing:

[image: image_coordinates]

Using the origin and spacing, the corresponding position of each (image
coordinate) voxel in anatomical coordinates can be calculated.




Image transformation

The transformation from an image space vector \((i j k)'\) to an anatomical
space vector \(\vec{x}\) is an affine transformation, consists of a linear
transformation \(\mathbf{A}\) followed by a translation \(\vec{t}\).


\[
\vec{x} = A \begin{pmatrix} i & j & k \end{pmatrix}' + \vec{t}
\]

The transformation matrix \(\mathbf{A}\) is a \(3 \times 3\) matrix and carries
all information about space directions and axis scaling.

\(\vec{t}\) is a \(3 \times 1\) vector and contains information about the
geometric position of the first voxel.


\[\begin{split}
\begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix} =
\begin{pmatrix} A_{11} & A_{12} & A_{13} \\ A_{21} & A_{22} & A_{23} \\ A_{31} & A_{32} & A_{33} \end{pmatrix}
\begin{pmatrix} i \\ j \\ k \end{pmatrix} + \begin{pmatrix} t_1 \\ t_2 \\ t_3 \end{pmatrix}
\end{split}\]

The last equation shows that the linear transformation is performed by a
matrix multiplication and the translation by a vector addition. To represent
both, the transformation and the translation, by a matrix multiplication an
augmented matrix must be used. This technique requires that the matrix
\(\mathbf{A}\) is augmented with an extra row of zeros at the bottom, an extra
column-the translation vector-to the right, and a \(1\) in the lower right
corner. Additionally, all vectors have to be written as homogeneous
coordinates, which means that a \(1\) is augmented at the end.


\[\begin{split}
\begin{pmatrix} x_1 \\ x_2 \\ x_3 \\ 1 \end{pmatrix} =
\begin{pmatrix} A_{11} & A_{12} & A_{13} & t_1 \\ A_{21} & A_{22} & A_{23} & t_2 \\
                A_{31} & A_{32} & A_{33} & t_3 \\ 0 & 0 & 0 & 1 \end{pmatrix}
\begin{pmatrix} i \\ j \\ k \\ 1 \end{pmatrix}
\end{split}\]

Depending on the used anatomical space (LPS or RAS) the \(4 \times 4\) matrix is
called IJKtoLPS- or IJKtoRAS-matrix, because it represents the
transformation from IJK to LPS or RAS.



2D example or calculating an IJtoLS-matrix

The following figure shows the anatomical space with an L(P)S basis on the
left and the corresponding image coordinates on the right.

[image: IJtoLS]

The origin (the coordinates of the first pixel in anatomical space) is
(50, 300) mm and the spacing (the distance between two pixels) is
(50, 50) mm.

As this is a 2D example \(\mathbf{A}\) is a \(2 \times 2\) matrix and \(\vec{t}\) a
\(2 \times 1\) vector. Therefore, the equation of the affine transformation is:


\[\begin{split}
\begin{pmatrix} L \\ S \\ 1 \end{pmatrix} =
\begin{pmatrix} A_{11} & A_{12} & t_1 \\ A_{21} & A_{22} & t_2 \\ 0 & 0 & 1 \end{pmatrix}
\begin{pmatrix} i \\ j \\ 1 \end{pmatrix}
\end{split}\]

By multiplying the IJtoLS-matrix and the vector of the right side, the
following product will be obtained:

[image: matrix_multiplication]

The last equation and the matrix product show that a total of 6 unknown
variables \((A_{11}, A_{12}, A_{21}, A_{22}, t_1, t_2)\) have to be determined.
The knowledge of origin and spacing however allows the following relations
between image and anatomical space:


\[\begin{split}
\begin{pmatrix} L \\ S \end{pmatrix} \equiv \begin{pmatrix} i \\ j \end{pmatrix} \qquad
\begin{pmatrix} 50 \\ 300 \end{pmatrix} \equiv \begin{pmatrix} 0 \\ 0 \end{pmatrix} \qquad
\begin{pmatrix} 100 \\ 300 \end{pmatrix} \equiv \begin{pmatrix} 1 \\ 0 \end{pmatrix} \qquad
\begin{pmatrix} 50 \\ 250 \end{pmatrix} \equiv \begin{pmatrix} 0 \\ 1 \end{pmatrix} \qquad \dots
\end{split}\]

Thus, at least six equations can be derived:


\[\begin{split}
\begin{align*}
50 &= A_{11} \cdot 0 + A_{12} \cdot 0 + t_1 \cdot 1 \\
300 &= A_{21} \cdot 0 + A_{22} \cdot 0 + t_2 \cdot 1 \\
100 &= A_{11} \cdot 1 + A_{12} \cdot 0 + t_1 \cdot 1 \\
300 &= A_{21} \cdot 1 + A_{22} \cdot 0 + t_2 \cdot 1 \\
50 &= A_{11} \cdot 0 + A_{12} \cdot 1 + t_1 \cdot 1 \\
250 &= A_{21} \cdot 0 + A_{22} \cdot 1 + t_2 \cdot 1
\end{align*}
\end{split}\]

As mentioned above, the translation \(\vec{t}\) contains the information about
the geometric position of the first pixel and is therefore equivalent to the
origin. This result is also confirmed by the first equations.

The solution of the other equations leads to the following IJtoLS-matrix:


\[\begin{split}
IJtoLS = \begin{pmatrix} 50 & 0 & 50 \\ 0 & -50 & 300 \\ 0 & 0 & 1 \end{pmatrix}
\end{split}\]

In the event that a R(A)S basis was used, just the left and anterior axis of
the anatomical space are flipped, and the image coordinate system appears in
the same way as in the L(P)S case.

[image: IJtoRS]

For this 2D example the IJtoRS-matrix would be:


\[\begin{split}
IJtoRS = \begin{pmatrix} -50 & 0 & 250 \\ 0 & -50 & 300 \\ 0 & 0 & 1 \end{pmatrix}
\end{split}\]

This matrix looks very similar to the IJtoLS-matrix with 2 differences:


	The translation \(\vec{t}\) has changed because of another origin.


	The right axis is flipped, so the first column of the IJtoRS-matrix
has just an inverted sign.






Coordinate system convention in Slicer

DICOM and most medical imaging software use the LPS coordinate system for
storing all data. The choice of origin is arbitrary because only relative
differences have meaning, so there is no universal standard, but it is often
set to some geometric center of the imaging system, or it is chosen to be
near the center of an object of interest.

Both LPS and RAS were in wide use in the early 2000s when development of
Slicer was started and Slicer developers chose to use the RAS coordinate
system. Historically scans by GE equipment used RAS while Siemens and others
used LPS. Since several GE researchers were early contributors to Slicer, RAS
was adopted for the internal representation.

Slicer still uses RAS coordinate system for storing coordinate values
internally for all data types, but for compatibility with other software, it
assumes that all data in files are stored in LPS coordinate system (unless
the coordinate system in the file is explicitly stated to be RAS). To achieve
this, whenever Slicer reads or writes a file, it may need to flip the sign of
the first two coordinate axes to convert the data to RAS coordinate system.


Relations to other software/conventions


ITK

ITK [https://itk.org/] uses the LPS convention.



Using MATLAB to map Slicer RAS coordinates (e.g. fiducials) to voxel space of a NIfTI Image

To extract the “voxel to world” transformation matrix from a NIFTI file’s
header (entry: qto_xyz:1-4) in MATLAB:

d = inv(M) * [ R A S 1 ]'





where M is the matrix and R A S are coordinates in Slicer, then d gives
a vector of voxel coordinates.

(Solution courtesy of András Jakab, University of Debrecen)





References


	https://people.cs.uchicago.edu/~glk/unlinked/nrrd-iomf.pdf


	http://www.grahamwideman.com/gw/brain/orientation/orientterms.htm


	https://nifti.nimh.nih.gov/nifti-1/documentation/faq


	https://teem.sourceforge.net/nrrd/format.html


	DICOM 2013 PS3.3 Image Position and Image Orientation [https://dicom.nema.org/dicom/2013/output/chtml/part03/sect_C.7.html#sect_C.7.6.2.1.1]
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Data Loading and Saving

There are two major types of data that can be loaded to Slicer: DICOM and non-DICOM.


DICOM data

DICOM is a widely used and sophisticated set of standards for digital radiology.

Data can be loaded from DICOM files into the scene in two steps:


	Import: add files into the application’s DICOM database, by switching to DICOM module and drag-and-dropping files to the application window


	Load: get data objects into the scene, by double-clicking on items in the DICOM browser. The DICOM browser is accessible from the toolbar using the DICOM button [image: ].




Data in the scene can be saved to DICOM files in two steps:


	Export to database: save data from the scene into the application’s DICOM database


	Export to file system: copy DICOM files from the database to a chosen folder in the file system




More details are provided in the DICOM module documentation.



Non-DICOM data

Non-DICOM data, covering all types of data ranging from images (nrrd, nii.gz, …) and models (stl, ply, obj, …) to tables (csv, txt), point lists (json), etc.


Load data

To load data:


	drag&drop file on the application window, or


	in application menu: File -> Add Data (or Add Data toolbar button) [image: ]




[image: ]



Save data

To save the entire scene (all data, visualization and processing settings, etc.):


	in application menu File -> Save Data, or


	Save Data toolbar button [image: ]





Tip

The entire workspace, including all data and settings can be saved into a single, independent, self-contained .mrb file by clicking on the small package icon at the top-left corner. A new copy of all files is written and zipped into a single file, therefore saving takes longer time than an incremental saving of only the modified files.



[image: ]



Export data

To export selected data sets - for sharing with others or for loading into other applications: go to Data module, right-click on an item, and choose Export to file.... Settings used for exporting (file format, filename, options) do not modify settings used for saving.

[image: ]


Tip

Multiple nodes can be exported at once by placing them into a folder and then by exporting the folder. When exporting an entire folder hierarchy the Export folder structure option can be enabled to have the directory structure in the output directory match the subject hierarchy folder structure.






Supported Data Formats


Note

On use of LPS/RAS coordinate systems

DICOM and medical imaging software use the LPS (Left, Posterior, Superior)
coordinate system, while Slicer’s internal representation employs RAS
(Right, Anterior, Superior). For file compatibility, Slicer assumes data in
files are in LPS coordinates and may flip the first two axes during read or
write operations.

To learn more, see the Coordinate systems
documentation, and the Coordinate system convention in Slicer.




Images

Readers may support 2D, 3D, and 4D images of various types, such as scalar, vector, DWI or DTI, containing images, dose maps, displacement fields, etc.


	DICOM [https://www.dicomstandard.org/] (.dcm, or any other): Slicer core supports reading and writing of some data types, while extensions add support for additional ones. Coordinate system: LPS (as defined by DICOM standard).


	Supported DICOM information objects:


	Slicer core: CT, MRI, PET, X-ray, some ultrasound images; secondary capture with Slicer scene (MRB) in private tag


	Quantitative Reporting extension [https://qiicr.gitbooks.io/quantitativereporting-guide]: DICOM Segmentation objects, Structured reports


	SlicerRT extension [https://www.slicerrt.org/]: DICOM RT Structure Set, RT Dose, RT Plan, RT Image


	SlicerHeart extension [https://github.com/SlicerHeart/SlicerHeart]: 2D/3D/4D ultrasound (GE, Philips, Eigen Artemis, and other)


	SlicerDMRI [https://dmri.slicer.org] tractography storage


	SlicerDcm2nii [https://github.com/SlicerDMRI/SlicerDcm2nii] diffusion weighted MR






	Notes:


	For a number of dMRI formats we recommend use of the DICOM to NRRD converter [https://www.slicer.org/wiki/Documentation/Nightly/Modules/DicomToNrrdConverter] before loading the data into Slicer.


	Image volumes, RT structure sets, dose volumes, etc. can be exported using DICOM module’s export feature.


	Limited support for writing image volumes in DICOM format is provided by the Create DICOM Series module.


	Support of writing DICOM Segmentation Objects is provided by the Reporting extension










	NRRD [https://www.itk.org/Wiki/MetaIO/Documentation] (.nrrd, .nhdr): General-purpose 2D/3D/4D file format. Coordinate system: as defined in the file header (usually LPS).


	NRRD sequence (.seq.nrrd): 4D volume


	To load an image file as segmentation (also known as label image, mask, region of interest) see Segmentations module documentation






	MetaImage [https://www.itk.org/Wiki/MetaIO/Documentation] (.mha, .mhd): Coordinate system: LPS (AnatomicalOrientation in the file header is ignored).


	VTK [https://www.vtk.org/VTK/img/file-formats.pdf] (.vtk): Coordinate system: LPS. Important limitation: image axis directions cannot be stored in this file format.


	Analyze [https://web.archive.org/web/20220312005651/www.grahamwideman.com/gw/brain/analyze/formatdoc.htm] (.hdr, .img, .img.gz): Image orientation is specified ambiguously in this format, therefore its use is strongle discouraged. For brain imaging, use Nifti format instead.


	Nifti [https://nifti.nimh.nih.gov/nifti-1/] (.nii, .nii.gz): File format for brain MRI. Not well suited as a general-purpose 3D image file format (use NRRD format instead).


	To load an image file as segmentation (also known as label image, mask, region of interest) see Segmentations module documentation






	Tagged image file format (.tif, .tiff): can read/write single/series of frames


	PNG (.png): can read single/series of frames, can write a single frame


	JPEG (.jpg, .jpeg): can read single/series of frames, can write a single frame


	Windows bitmap (.bmp): can read single/series of frames


	BioRad (.pic)


	Brains2 (.mask)


	GIPL (.gipl, .gipl.gz)


	LSM (.lsm)


	Scanco (.isq)


	Stimulate (.spr)


	MGH-NMR (.mgz)


	MRC Electron Density (.mrc)


	SlicerRT extension [https://www.slicerrt.org/]


	Vista cone beam optical scanner volume (.vff)


	DOSXYZnrc 3D dose (.3ddose)






	SlicerHeart extension [https://github.com/SlicerHeart/SlicerHeart]: 2D/3D/4D ultrasound (GE, Philips, Eigen Artemis, and other; reading only)


	Philips 4D ultrasound: from Cartesian DICOM exported from QLab


	GE Kretz 3D ultrasound (.vol, .v01)


	Eigen Artemis 3D ultrasound


	Any 3D/4D ultrasound image and ECG signal: if the user obtains Image3dAPI [https://github.com/SlicerHeart/SlicerHeart#open-image3d-api] plugin from the vendor (GE Voluson, Philips, Siemens, etc.)






	RawImageGuess extension [https://github.com/acetylsalicyl/SlicerRawImageGuess]


	RAW volume (.raw): requires manual setting of header parameters


	Samsung 3D ultrasound (.mvl): requires manual setting of header parameters






	SlicerIGSIO extension [https://github.com/IGSIO/SlicerIGSIO]:


	Compressed video (.mkv, .webm)


	IGSIO sequence metafile (.igs.mha, .igs.mhd, .igs.nrrd, .seq.mha, .seq.mhd, .mha, .mhd, .mkv, .webm): image sequence with metadata, for example for storing surgical navigation and position-tracked ultrasound data






	OpenIGTLink extension:


	PLUS toolkit configuration file (.plus.xml): configuration file for real-time data acquisition from imaging and tracking devices and various sensors






	Sandbox extension:


	Topcon OCT image file (.fda, reading only)










Models

Surface or volumetric meshes.


	VTK Polygonal Data [https://vtk.org/wp-content/uploads/2015/04/file-formats.pdf] (.vtk, .vtp): Default coordinate system: LPS. Coordinate system (LPS/RAS) can be specified in header. Full color (RGB or RGBA) meshes can be read and written (color must be assigned as point scalar data of unsigned char type and 3 or 4 components). Texture image can be applied using “Texture model” module (in SlicerIGT extension).


	VTK Unstructured Grid Data [https://vtk.org/wp-content/uploads/2015/04/file-formats.pdf] (.vtk, .vtu): Volumetric mesh. Default coordinate system: LPS. Coordinate system (LPS/RAS) can be specified in header.


	STereoLithography (.stl): Format most commonly used for 3D printing. Default coordinate system: LPS. Coordinate system (LPS/RAS) can be specified in header.


	Wavefront OBJ (.obj): Default coordinate system: LPS. Coordinate system (LPS/RAS) can be specified in header. Texture image can be applied using “Texture model” module (in SlicerIGT extension). The non-standard technique of saving vertex color as additional values after coordinates [https://web.archive.org/web/20220508010504/www.paulbourke.net/dataformats/obj/colour.html] is not supported - if vertex coloring is needed then convert to PLY, VTK, or VTP format using another software.


	Stanford Triangle Format (.ply): Default coordinate system: LPS. Coordinate system (LPS/RAS) can be specified in header. Full color (RGB or RGBA) meshes can be read and written (color must be assigned to vertex data in uchar type properties named red, green, blue, and optional alpha). Texture image can be applied using “Texture model” module (in SlicerIGT extension).


	BYU (.byu, .g; reading only): Coordinate system: LPS.


	UCD (.ucd; reading only): Coordinate system: LPS.


	ITK meta (.meta; reading only): Coordinate system: LPS.


	FreeSurfer extension [https://github.com/PerkLab/SlicerFreeSurfer]:


	Freesurfer surfaces (.orig, .inflated, .sphere, .white, .smoothwm, .pial; reading only)






	SlicerHeart extension [https://github.com/SlicerHeart/SlicerHeart]:


	CARTO surface model (.vtk; writing only): special .vtk polydata file format variant, which contains patient name and ID to allow import into CARTO cardiac electrophysiology mapping systems










Segmentations


	Segmentation labelmap representation (.seg.nrrd, .nrrd, .seg.nhdr, .nhdr, .nii, .nii.gz, .hdr): 3D volume (4D volume if there are overlapping segments) with custom fields [https://apidocs.slicer.org/main/classvtkMRMLSegmentationStorageNode.html] specifying segment names, terminology, colors, etc.


	Segmentation closed surface representation (.vtm): saved as VTK multiblock data set, contains custom fields [https://apidocs.slicer.org/main/classvtkMRMLSegmentationStorageNode.html] specifying segment names, terminology, colors, etc.


	Labelmap volume (.nrrd, .nhdr, .nii, .nii.gz, .hdr): segment names can be defined by using a color table. To write segmentation in NIFTI formats, use Export to file feature or export the segmentation node to labelmap volume.


	Closed surface (.stl, .obj): Single segment can be read from each file. Segmentation module’s Export to files feature can be used to export directly to these formats.


	SlicerOpenAnatomy extension:


	GL Transmission Format (.glTF, writing only)






	Sandbox extension:


	Osirix ROI file (.json, reading only)


	sliceOmatic tag file (.tag, reading only)










Transforms


	ITK HDF transform [https://www.itk.org/ItkSoftwareGuide.pdf] (.h5): For linear, b-spline, grid (displacement field), thin-plate spline, and composite transforms. Coordinate system: LPS.


	ITK TXT transform [https://www.itk.org/ItkSoftwareGuide.pdf] (.tfm, .txt): For linear, b-spline, and thin-plate spline, and composite transforms. Coordinate system: LPS.


	Matlab MAT file [https://www.itk.org/ItkSoftwareGuide.pdf] (.mat): For linear and b-spline transforms. Coordinate system: LPS.


	Displacement field (.nrrd, .nhdr, .mha, .mhd, .nii, .nii.gz): For storing grid transform as a vector image, each voxel containing displacement vector. Coordinate system: LPS.


	SlicerRT extension [https://www.slicerrt.org/]


	Pinnacle DVF (.dvf)










Markups


	Markups JSON (.mkp.json): point list, line, curve, closed curve, plane, etc. Default coordinate system: LPS. Coordinate system (LPS/RAS) can be specified in image header. JSON schema is available here [https://github.com/Slicer/Slicer/tree/main/Modules/Loadable/Markups/Resources/Schema].


	Markups CSV (.fcsv): legacy file format for storing point list. Default coordinate system: LPS. Coordinate system (LPS/RAS) can be specified in image header.


	Annotation CSV (.acsv): legacy file format for storing markups line, ROI.






Scenes


	MRML (Medical Reality Markup Language File) (.mrml): MRML file is a xml-formatted text file with scene metadata and pointers to externally stored data files. See MRML overview. Coordinate system: RAS.


	MRB (Medical Reality Bundle) (.mrb, .zip): MRB is a binary format encapsulating all scene data (bulk data and metadata). Internally it uses zip format. Any .zip file that contains a self-contained data tree including a .mrml file can be opened. Coordinate system: RAS. Note: only .mrb file extension can be chosen for writing, but after that the file can be manually renamed to .zip if you need access to internal data.


	Data collections in XNAT Catalog format (.xcat; reading only)


	Data collections in XNAT Archive format (.xar; reading only)






Other


	Text (.txt, .xml., json)


	Table (.csv, .tsv)


	Color tables:


	Slicer color table [https://www.slicer.org/wiki/Documentation/Nightly/Modules/Colors#File_format] (.ctbl, .txt)


	ITK-Snap label description file (.txt, .label) (reading only) This can be used for loading segmentations that were created in ITK-Snap. The color table must be loaded in the scene first. Then, when the label image file is loaded then in Add Data window select Segmentation in the Description column and select the loaded color table in the Color node column.






	Volume rendering properties (.vp)


	Volume rendering shader properties (.sp)


	Terminology (.term.json, .json): dictionary of standard DICOM or other terms


	Node sequence (.seq.mrb): sequence of any MRML node (for storage of 4D data)






What if your data is not supported?

If any of the above listed file formats cannot be loaded then report the issue on the Slicer forum [https://discourse.slicer.org/].

If you have a file of binary data and you know the data is uncompressed and you know the way it is laid out in memory, then one way to load it in Slicer is to create a .nhdr file that points to the binary file. RawImageGuess extension [https://github.com/acetylsalicyl/SlicerRawImageGuess] can be used to explore an unknown data set, determining unknown loading parameters, and generate header file.

You can also ask about support for a particular file format on the Slicer forum [https://discourse.slicer.org/]. There may be extensions or scripts that can read or write additional formats (any Python package can be installed and used for data import/export).
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Image Segmentation

[image: ]


Basic concepts

Segmentation of images (also known as contouring or annotation) is a procedure to delinate regions in the image, typically corresponding to anatomical structures, lesions, and various other object space.
It is a very common procedure in medical image computing, as it is required for visualization of certain structures, quantification (measuring volume, surface, shape properties), 3D printing, and masking (restricting processing or analysis to a specific region), etc.

Segmentation may be performed manually, for example by iterating through all the slices of an image and drawing a contour at the boundary; but often semi-automatic or fully automatic methods are used. Segment Editor module offers a wide range of segmentation methods.


Segmentation and segment

Result of a segmentation is stored in segmentation node in 3D Slicer. A segmentation node consists of multiple segments.

A segment specifies region for a single structure. Each segment has a number of properties, such as name, preferred display color, content description (capable of storing standard DICOM coded entries), and custom properties. Segments may overlap each other in space.



Representations

A region can be represented in different ways, for example as a binary labelmap (value of each voxel specifies if that voxel is inside or outside the region) or a closed surface (surface mesh defines the boundary of the region). There is no one single representation that works well for everything: each representation has its own advantages and disadvantages and used accordingly.




	Binary labelmap
	Closed surface
	Fractional labelmap
	Planar contours, ribbons





	[image: ]
	[image: ]
	[image: ]
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	easy 2D viewing and editing, always valid (even iftransformed or edited)
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Registration

Goal of registration is to align position and orientation of images, models, and other objects in 3D space. 3D Slicer offers many registration tools, this page only lists those that are most commonly used.


Manual registration

Any data nodes (images, models, markups, etc.) can be placed under a transform and the transform can be adjusted interactively in Transforms module (using sliders) or in 3D views.

Advantage of this approach is that it is simple, applicable to any data type, and approximate alignment can be reached very quickly. However, achieving accurate registration using this approach is tedious and time-consuming, because many fine adjustments steps are needed, with visual checks in multiple orientations after each adjustment.



Semi-automatic registration

Registration can be computed automatically from corresponding landmark point pairs specified on the two objects. Typially 6-8 points are enough for a robust and accurate rigid registration.

Recommended modules:


	Landmark registration [https://www.slicer.org/wiki/Documentation/Nightly/Modules/LandmarkRegistration]: for registering slightly misaligned images. Supports rigid and deformable registration with automatic local landmark refinement, live preview, image comparison.


	Fiducial registration wizard (in SlicerIGT extension [https://www.slicerigt.org/]): for registering any data nodes (even mixed data, such as registration of images to models), and for images that are not aligned at all. Supports rigid and deformable registration, automatic point matching, automatic collection from tracked pointer devices. See U-12 SlicerIGT tutorial [https://www.slicerigt.org/wp/user-tutorial/] for a quick introduction of main features.






Automatic image registration

Grayscale images can be automatically aligned to each other using intensity-based registration methods. If an image does not show up in the input image selector then most likely it is a color image, which can be converted to grayscale using Vector to scalar volume module.

Intensity-based image registration methods require reasonable initial alignment, typically less than a few centimeter translation and less than 10-20 degrees rotation error. Some registration methods can perform initial position alignment (e.g., using center of gravity) and orientation alignment (e.g., matching moments). If automatic alignment is not robust then manual or semi-automatic registration methods can be used as a first step.

It is highly recommended to crop the input images to cover approximately the same anatomical region. This allows faster and much more robust registration. Images can be cropped using Crop volume module [https://www.slicer.org/wiki/Documentation/Nightly/Modules/CropVolume].

Recommended modules:


	General registration (Elastix) (in SlicerElastix extension) [https://github.com/lassoan/SlicerElastix#slicerelastix]: Its default registration presets work without the need for any parameter adjustments.


	General Registration (ANTs) (in SlicerANTS extension) [https://github.com/simonoxen/SlicerANTs]: Similarly to Elastix, default parameter set should work well for most image registration tasks. The module also exposes many registration parameters that users can tweak.


	General registration (BRAINS) [https://www.slicer.org/w/index.php/Documentation/Nightly/Modules/BRAINSFit]: recommended for brain MRIs but with parameter tuning it can work on any other imaging modalities and anatomical regions.


	Sequence registration [https://github.com/moselhy/SlicerSequenceRegistration#volume-sequence-registration-for-3d-slicer]: Automatic 4D image (3D image time sequence) registration using Elastix. Can be used for tracking position and shape changes of structures in time, or for motion compensation (register all time points to a selected time point).






Segmentation and binary image registration

Registration of segmentation and binary images are very different from grayscale images, as only the boundaries can guide the alignment process. Therefore, general image registration methods are not applicable to binary images.

Recommended module:


	Segment registration (in SegmentRegistration extension) [https://github.com/SlicerRt/SegmentRegistration#segment-registration]: registers a selected pair of segments fully automatically. Supports rigid, affine, and deformable registration. Binary images can be registered by converting to segmentation nodes first.






Model registration

During registration of models containing surface meshes, only the boundaries can guide the alignment process.

Manual and semi-automatic registration methods described above are applicable to model registration. The following modules are recommended for automatic registration:


	Segment registration (in SegmentRegistration extension) [https://github.com/SlicerRt/SegmentRegistration#segment-registration]: this module can be used after importing a model to a segmentation node. See details in the section above.


	Model registration (in SlicerIGT extension) [https://github.com/SlicerIGT/SlicerIGT#model-registration]: uses iterative closest points. this method tends to get stuck in a local optimum, therefore it is important to start it from a good initial position (e.g., computed using manual or semi-automatic registration).


	ALPACA automatic surface registration method in SlicerMorph extension [https://github.com/SlicerMorph/SlicerMorph/tree/master/Docs/ALPACA]: more robust (can converge from farther initial registration error, has higher chance of finding global optimum) than iterative closest point based algorithms.






More information

Over the years, vast amount of information was collected about image registration, which are not kept fully up-to-date, but still offer useful insights.


	Registration Library [https://www.slicer.org/wiki/Documentation/Nightly/Registration/RegistrationLibrary]: list of example cases with data sets and steps to achieve the same result.


	Registration FAQ [https://www.slicer.org/wiki/Documentation/Nightly/FAQ#User_FAQ:_Registration]: frequently asked questions related to registration and resampling


	Former registration main page [https://www.slicer.org/wiki/Slicer3:Registration]: not fully up-to-date, but still useful information about registration
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Modules


Note

This documentation is still a work in progress. Additional module documentation is available on the Slicer wiki [https://www.slicer.org/wiki/Documentation/Nightly].



Main modules



	Data

	DICOM

	Markups

	Models

	Scene Views

	Segmentations

	Segment editor

	Welcome

	Transforms

	View Controllers

	Volume rendering

	Volumes






Wizards



	Compare Volumes







Informatics



	Colors

	Plots

	Sample Data

	Tables

	Terminologies

	Texts

	DataProbe







Registration



	General Registration (BRAINS)

	Resample Image (BRAINS)

	Resize Image (BRAINS)

	Fiducial Registration

	Landmark Registration

	Registration Metric Test (BRAINS)

	Reformat







Segmentation



	Segmentations

	Segment editor

	Foreground masking (BRAINS)







Quantification



	Markups

	PET Standard Uptake Value Computation

	Segment statistics







Sequences



	Sequences

	Crop volume sequence

	MultiVolumeImporter

	MultiVolumeExplorer







Diffusion



	DMRI Install

	Diffusion-weighted DICOM Import (DWIConvert)

	DWI Cleanup (BRAINS)







Filtering



	Add Scalar Volumes

	Cast Scalar Volume

	Curvature Anisotropic Diffusion

	Gaussian Blur Image Filter

	Gradient Anisotropic Diffusion

	Grayscale Fill Hole Image Filter

	Grayscale Grind Peak Image Filter

	Mask Scalar Volume

	Median Image Filter

	Multiply Scalar Volumes

	N4ITK MRI Bias correction

	CheckerBoard Filter

	Extract Skeleton

	Histogram Matching

	Image Label Combine

	Simple Filters

	Subtract Scalar Volumes

	Threshold Scalar Volume

	Voting Binary Hole Filling Image Filter







Utilities



	Brain Deface from T1/T2 image (BRAINS)

	Strip Rotation (BRAINS)

	Transform Convert (BRAINS)

	DICOM Patcher

	Endoscopy

	Screen Capture







Surface Models



	Dynamic Modeler

	Grayscale Model Maker

	Label Map Smoothing

	Merge Models

	Model Maker

	Models

	Model To LabelMap

	Probe Volume With Model

	Surface Toolbox







Converters



	Create a DICOM Series

	Crop Volume

	Orient Scalar Volume

	Vector to Scalar Volume

	Resample DTI Volume

	Resample Scalar/Vector/DWI Volume







Developer Tools

These modules are intended for module developers.



	Cameras

	Event Broker

	Execution Model Tour

	Extension Wizard

	WebServer







Testing

These modules are for testing correctness and performance of the application.



	Performance Tests

	Self Tests







Legacy and retired modules

Deprecated modules are not recommended to be used anymore, typically because other modules have replaced them, and they are planned to be removed in the future.



	Resample Scalar Volume

	Robust Statistics Segmenter

	Simple Region Growing Segmentation





Retired modules have been already removed from the application.



	Retired Modules
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Data


Overview

Data module shows all data sets loaded into the scene and allows modification of basic properties and perform common operations on all kinds of data, without switching to other modules.


	Subject Hierarchy tab shows selected nodes in a freely editable folder structure.


	Transform Hierarchy tab shows data organized by what transforms are applied to them.


	All Nodes tab shows all nodes in simple list. This is intended for advanced users and troubleshooting.




In Subject Hierarchy, DICOM data is automatically added as patient-study-series hierarchy. Non-DICOM data can be parsed if loaded from a local directory structure, or can be manually organized in tree structure by creating DICOM-like hierarchy or folders.

Subject hierarchy provides features for the underlying data nodes, including cloning, bulk transforming, bulk show/hide, type-specific features, and basic node operations such as delete or rename. Additional plugins provide other type-specific features and general operations, see Subject hierarchy labs page [https://www.slicer.org/wiki/Documentation/Labs/SubjectHierarchy].


	Subject hierarchy view


	Overview all loaded data objects in the same place, types indicated by icons


	Organize data in folders or patient/subject trees


	Visualize and bulk-handle lots of data nodes loaded from disk


	Easy show/hide of branches of displayable data


	Transform whole study (any branch)


	Export DICOM data (edit DICOM tags)


	Lots of type-specific functionality offered by the plugins






	Transform hierarchy view


	Manage transformation chains/hierarchies






	All nodes view


	Developer tool for debugging problems










How to


Create new Subject from scratch

Right-click on the empty area and select ‘Create new subject’



Create new folder

Right-click on an existing item or the empty area and select ‘Create new folder’. Folder type hierarchy item can be converted to Subject or Study using the context menu



Rename item

Right-click on the node and select ‘Rename’, or double-click the name of a node



Apply transform on node or branch

Double-click the cell of the node or branch to transform in the transform column (same icon as Transforms module), then set the desired transform. If the column is not visible, check the ‘Transforms’ checkbox under the tree.  An example can be seen in the top screenshot at Patient 2




Panels and their use


Subject hierarchy tab

Contains all the objects in the Subject hierarchy in a tree representation.
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Folder structure:


	Nodes can be drag&dropped under other nodes, thus re-arranging the tree


	New folder or subject can be added by right-clicking the Scene item at the top


	Data loaded from DICOM are automatically added to the tree of patient, study, series


	Non-DICOM data also appears automatically in Subject hierarchy. There are multiple ways to organize them in hierarchy:


	Use Create hierarchy from loaded directory structure action in the context menu of the scene (right-click on empty area, see screenshot below). This organizes the nodes according to the local file structure they have been loaded from.


	Drag&drop manually under a hierarchy node


	Legacy model and annotation hierarchies from old scenes are imported as subject hierarchy
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Operations (accessible in the context menu of the nodes by right-clicking them):


	Common for all nodes:


	Show/hide node or branch: Click on the eye icon


	Delete: Delete both data node and SH node


	Rename: Rename both data node and SH node


	Clone: Creates a copy of the selected node that will be identical in every manner. Its name will contain a _Copy postfix


	Edit properties: If the role of the node is specified (i.e. its icon is not a question mark), then the corresponding module is opened and the node selected (e.g. Volumes module for volumes)


	Create child…: Create a node with the specified type


	Transform node or branch: Double-click the cell of the node or branch to transform in the Applied transform column, then set the desired transform. If the column is not visible, check the ‘Transforms’ checkbox under the tree. An example can be seen in the top screenshot at ‘Day 2’ study






	Operations for specific node types:


	Volumes: icon, Edit properties and additional information in tooltip


	‘Register this…’ action to select fixed image for registration. Right-click the moving image to initiate registration


	‘Segment this…’ action allows segmenting the volume, for example, in the Segment Editor module


	‘Toggle labelmap outline display’ for labelmaps






	Models: icon, Edit properties and additional information in tooltip


	SceneViews: icon, Edit properties and Restore scene view


	Transforms: icon, additional tooltip info, Edit properties, Invert, Reset to identity








Highlights: when an item is selected, the related items are highlighted. Meaning of colors:


	Green: Items referencing the current item directly via DICOM or node references


	Yellow: Items referenced by the current item directly via DICOM or node references


	Light yellow: Items referenced by the current item recursively via node references




Subject hierarchy item information section: Displays detailed information about the selected subject hierarchy item.



Transform hierarchy tab


	Nodes: The view lists all transformable nodes of the scene as a hierarchical tree that describes the relationships between nodes. Nodes are graphical objects such as volumes or models that control the displays in the different views (2D, 3D). To rename an item, double click with the left button on any item (but the scene) in the list. A right click pops up a menu containing different actions: “Insert Transform” creates an identity linear transform node and applies it on the selected node. “Edit properties” opens the module of the node (e.g. “Volumes” for volume nodes, “Models” for model nodes, etc.). “Rename” opens a dialog to rename the node. “Delete” removes the node from the scene. Internal drag-and-drops are supported in the view, while moving a node position within the same parent has no effect, changing the parent of a node has a different meaning depending on the current scene model.


	Show MRML ID’s: Show/hide in the tree view a second column containing the node ID of the nodes. Hidden by default


	Show hidden nodes: Show/hide the hidden nodes. By default, only the main nodes are shown
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All nodes tab

List of all nodes in the scene. Supports Edit properties, Rename, Delete.
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Common section for all tabs


	Filter: Hide all the nodes not matching the typed string. This can be useful to quickly search for a specific node. Please note that the search is case sensitive


	MRML node information: Attribute list of the currently selected node. Attributes can be edited (double click in the “Attribute value” cell), added (with the “Add” button) or removed (with the “Remove” button).







Tutorials


	2016: This tutorial [https://www.na-mic.org/Wiki/index.php/Winter2016TutorialContest] demonstrates the basic usage and potential of Slicer’s data manager module Subject Hierarchy using a two-timepoint radiotherapy phantom dataset.


	2015: Tutorial about loading and viewing data [https://www.slicer.org/wiki/Documentation/4.5/Training].






Information for developers


	Code snippets accessing and manipulating subject hierarchy items can be found in the script repository.


	Implementing new plugins: Plugins are the real power of subject hierarchy, as they provide support for data node types, and add functionality to the context menu items.
To create a C++ plugin, implement a child class of qSlicerSubjectHierarchyAbstractPlugin, for Python plugin see below. Many examples can be found in Slicer core and in the SlicerRT extension, look for folders named SubjectHierarchyPlugins.


	Writing plugins in Python:


	Child class of AbstractScriptedSubjectHierarchyPlugin which is a Python adaptor of the C++ qSlicerSubjectHierarchyScriptedPlugin class


	Example: role plugin [https://github.com/SlicerHeart/SlicerHeart/blob/master/ValveAnnulusAnalysis/HeartValveLib/HeartValvesSubjectHierarchyPlugin.py] in SlicerHeart extension, function plugin [https://github.com/Slicer/Slicer/blob/main/Modules/Scripted/SegmentEditor/SubjectHierarchyPlugins/SegmentEditorSubjectHierarchyPlugin.py] in Segment Editor module






	Role plugins: add support for new data node types


	Defines: ownership, icon, tooltip, edit properties, help text (in the yellow question mark popup), visibility icon, set/get display visibility, displayed node name (if different than name of the node object)


	Existing plugins in Slicer core: Markups, Models, SceneViews, Charts, Folder, Tables, Transforms, LabelMaps, Volumes






	Function plugins: add feature in right-click context menu for certain types of nodes


	Defines: list of context menu actions for nodes and the scene, types of nodes for which the action shows up, functions handling the defined action


	Existing plugins in Slicer core: CloneNode, ParseLocalData, Register, Segment, DICOM, Volumes, Markups, Models, Annotations, Segmentations, Segments, etc.














References


	Additional information on Subject hierarchy labs page [https://www.slicer.org/wiki/Documentation/Labs/SubjectHierarchy]


	Manual editing of segmentations can be done in the Segment Editor module
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DICOM


Overview

This module allows importing and exporting and network transfer of DICOM data. Slicer provides support for the most commonly used subset of DICOM functionality, with the particular features driven by the needs of clinical research: reading and writing data sets from/to disk in DICOM format and network transfer - querying, retrieving, and sending and receiving data sets - using DIMSE and DICOMweb networking protocols.
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DICOM introduction

Digital Imaging and Communications in Medicine (DICOM) is a widely used standard for information exchange digital radiology. In most cases, imaging equipment (CT and MR scanners) used in the hospitals will generate images saved as DICOM objects.

DICOM organizes data following the hierarchy of


	Patient … can have 1 or more


	Study (single imaging exam encounter) … can have 1 or more


	Series (single image acquisition, most often corresponding to a single image volume) … can have 1 or more


	Instance (most often, each Series will contain multiple Instances, with each Instance corresponding to a single slice of the image)
















As a result of imaging exam, imaging equipment generates DICOM files, where each file corresponds to one Instance, and is tagged with the information that allows to determine the Series, Study and Patient information to put it into the proper location in the hierarchy.

There is a variety of DICOM objects defined by the standard. Most common object types are those that store the image volumes produced by the CT and MR scanners. Those objects most often will have multiple files (instances) for each series. Image processing tasks most often are concerned with analyzing the whole image volume, which most often corresponds to a single Series.

More information about DICOM standard:


	The DICOM Homepage: https://dicom.nema.org/


	DICOM on wikipedia: https://en.wikipedia.org/wiki/DICOM


	Clean and simple DICOM tag browser: https://dicom.innolitics.com


	A useful tag lookup site: http://dicomlookup.com/


	A hyperlinked version of the standard: https://web.archive.org/web/20180624030937/http://dabsoft.ch/dicom/






Slicer DICOM Database

To organize the data and allow faster access, Slicer keeps a local DICOM Database containing copies of (or links to) DICOM files, and basic information about content of each file. You can have multiple databases on your computer at a time, and switch between them if, for example, they include data from different research projects.  Each database is simply a directory on your local disk that has a few SQLite [https://sqlite.org/] files and subdirectories to store image data.  Do not manually modify the contents of these directories. DICOM data can enter the database either through file import or via a DICOM network transfer. Slicer modules may also populate the DICOM database with computation results.

Note that the DICOM standard does not specify how files will be organized on disk, so if you have DICOM data from a CDROM or otherwise transferred from a scanner, you cannot in general tell anything about the contents from the file or directory names. However once the data is imported to the database, it will be organized according to the DICOM standard Patient/Study/Series hierarchy.



DICOM plugins

A main function of the DICOM module is to map from acquisition data organization into volume representation.  That is, DICOM files typically describe attributes of the image capture, like the sequence of locations of the table during CT acquisition, while Slicer operates on image volumes of regularly spaced pixels.  If, for example, the speed of the table motion is not consistent during an acquisition (which can be the case for some contrast ‘bolus chasing’ scans, Slicer’s DICOM module will warn the user that the acquisition geometry is not consistent and the user should use caution when interpreting analysis results such as measurements.

This means that often Slicer will be able to suggest multiple ways of interpreting the data (such as reading DICOM files as a diffusion dataset or as a scalar volume.  When it is computable by examining the files, the DICOM module will select the most likely interpretation option by default.  As of this release, standard plugins include scalar volumes and diffusion volumes, while extensions are available for segmentation objects, RT data, and PET/CT data.  More plugins are expected for future versions.  It is a long-term objective to be able to represent most, if not all, of Slicer’s data in the corresponding DICOM data objects as the standard evolves to support them.




How to


Create DICOM database

Creating a DICOM database is a prerequisite to all DICOM operations. When DICOM module is first opened, Slicer offers to create a new database automatically. Either choose to create a new database or open a previously created database.

You can open a database at another location anytime in DICOM module panel / DICOM database settings / Database location.



Read DICOM files into the scene

Since DICOM files are often located in several folders, they can cross-reference each other, and can be often interpreted in different ways, reading of DICOM files into the scene are performed as two separate steps: import (indexing files to be able to show them in the DICOM database browser) and loading (displaying selected DICOM items in the Slicer scene).


DICOM import


	Make sure that all required Slicer extensions are installed. Slicer core contains DICOM import plugin for importing images, but additional extensions may be needed for other information objects. For example, SlicerRT extension is needed for importing/exporting radiation therapy information objects (RT structure set, dose, image, plan). Quantitative reporting extension is needed to import export DICOM segmentation objects, structured reports, and parametric maps. See complete list in supported data formats section.


	Go to DICOM module


	Select folders that contain DICOM files


	Option A: Drag-and-drop the folder that contains DICOM files to the Slicer application window.


	Option B: Click “Import” button in the top-left corner of the DICOM browser. Select folder that contains DICOM files.


	The import button has a drop-down menu, which can be displayed by clicking the small down-arrow button at the right side. Currently the only item in the menu is the “Copy imported files to DICOM database” option. Enable this option to copy all the imported DICOM files from their original location into the Slicer DICOM database. This is useful when loading data from removable media (CD/DVD/USB drives or remote drives), to be able to load the data set even after media is ejected. If the copy option is disabled then only the path of the imported files will be stored in the DICOM database (along with values of most commonly used DICOM tags).













Note

When a folder is drag-and-dropped to the Slicer application, Slicer displays a popup, asking what to do - click OK (“Load directory in DICOM database”). After import is completed, go to DICOM module.





DICOM loading


	Go to DICOM module. Click “Show DICOM database” if the DICOM database window is not visible already (it shows a list of patients, studies, and series).


	Double-click on the patient, study, or series to load.


	Click “Show DICOM database” button to toggle between the database browser (to load more data) and the viewer (to see what is loaded into the scene already)





Tip

Selected patients/studies/series can be loaded at once by first selecting items to load. Shift-click to select a range, Ctrl-click to select/unselect a single item. If an item in the patient or study list is selected then by default all series that belong to that item will be loaded. Click “Load” button to load selected items.



Advanced data loading: It is often possible to interpret DICOM data in different ways. If the application loaded data differently than expected then check “Advanced” checkbox, click “Examine” button, select all items in the list in the bottom (containing DICOM data, Reader, Warnings columns), and click “Load”.




Delete data from the DICOM database

By right clicking on a Patient, Study, or Series, you can delete the entry from the DICOM database. Note that to avoid accidental data loss, Slicer does not delete the corresponding image data files if only their link is added to the database. DICOM files that are copied into the DICOM database will be deleted from the database.



Export data from the scene to DICOM database

Data in the scene can be exported to DICOM format, to be stored in DICOM database or exported to DICOM files:


	Make sure that all required Slicer extensions are installed. Slicer core contains DICOM export plugin for exporting images, but additional extensions may be needed for other information objects.


	SlicerRT extension is needed for importing/exporting radiation therapy information objects: RT structure set, RT dose, RT image, RT plan.


	Quantitative reporting extension is needed for importing/exporting DICOM segmentation objects, structured reports, and parametric maps.


	See complete list in Supported data formats page.






	Go to Data module or DICOM module.


	Right-click on a data node in the data tree that will be converted to DICOM format.


	Select the export type in the bottom left of the export dialog. This is necessary because there may be several DICOM information objects that can store the same kind of data. For example, segmentation can be stored as DICOM segmentation object (modern DICOM) or RT structure set (legacy representation, mostly used by radiation treatment planning).


	“Slicer data bundle” export type writes the entire scene to DICOM format by encapsulating the scene MRB package inside a DICOM file. The result as a DICOM secondary capture object, which can be stored in any DICOM archival system. This secondary capture information stores all details of the scene but only 3D Slicer can interpret the data.


	Export type: Once the user selected a node, the DICOM plugins generate exportables for the series they can export. The list of the results appear in this section, grouped by plugin. The confidence number will be the average of the confidence numbers for the individual series for that plugin.






	Optional: Edit DICOM tags that will be used in the exported data sets. The metadata from the select study will be automatically filled in to the Export dialog and you can select a Slicer volume to export.


	DICOM tag editor consists of a list of tables. Tables for the common tags for the patient and study on the top, and the tags for the individual series below them.


	“Tags” in the displayed table are not always written directly to DICOM tags, they are just used by the DICOM plugins to fill DICOM tags in the exported files. This allows much more flexibility and DICOM plugins can auto-populate some information and plugins can expose other export options in this list (e.g. compression, naming convention).


	Save modified tags: check this checkbox to save the new tag values in the scene persistently.


	How to set unique identifier tags:


	StudyInstanceUID tag specifies which patient and study the new series will be added to. If the value is set to empty then a new study will be created. It is recommended to keep all patient and study values (PatientName, PatientID, StudyID, etc.) the same among series in the same study.


	SeriesInstanceUID tag identifies an image series. Its value is set to empty by default, which will result in creation of a new UID and thereby a new series. In very rare cases users may want to specify a UID, but the UID cannot be any of the existing UIDs because that would result in the exported image slices being mixed into another series. Therefore, the UID is only accepted if it is not used for any of the images that are already in the database.


	FrameOfReferenceUID tag specifies a spatial reference. If two images have the same frame of reference UID value then it means that they are spatially aligned. By default, the value is empty, which means that a new frame of reference UID is created and so the exported image is not associated with any other image. If an image is spatially registered to another then it is advisable to copy the frame of reference UID value from the other image, because this may be required for fused display of the images in some image review software.










	Click Export


	In case of any error, a short message is displayed. More details about the error are provided in the application log.








Notes:


	To create DICOM files without adding them to the DICOM database, check “Export to folder” option and choose an output folder.


	You should exercise extreme caution when working with these files in clinical situations, since non-standard or incorrect DICOM files can interfere with clinical operations.


	To prepare DICOM patient and study manually before export, go to Data module (subject hierarchy tab), right-click in the empty space in the data tree and choose Create new subject. New studies can be created under patients the same way.




This workflow is also explained in a 2-minute video tutorial [https://youtu.be/nzWf4xHy1BM].



Export data from the scene to DICOM files

DICOM data stored in the database can be exported to DICOM files by right-clicking in patient/study/series list and choosing “Export to file system”.

Data nodes loaded into the scene can be directly exported as DICOM files in the file system by right-clicking on the item in Data module, choosing Export to DICOM, enabling “Export to folder” option, and specifying an output folder.



DICOM networking

DICOM is also a network communication standard, which specifies how data can be transferred between systems. Slicer offers the following feaures:


	DICOM listener (C-STORE SCP): to receive any data that is sent from a remote computer and store in Slicer DICOM database


	DICOM sender (C-STORE SCU): select data from Slicer DICOM database and send it to a remote computer. Supports both traditional DIMSE and new DICOMweb protocols.


	Query/retrieve (C-FIND SCU, C-FIND SCU): query list of images available on a remote server and retrieve selected data.




Note: In order to use these features, you must coordinate with the operators of the other DICOM nodes with which you wish to communicate.  For example, you must work out agreement on such topics as network ports and application entity titles (AE Titles). Be aware that not all equipment supports all networking options, so configuration may be challenging and is often difficult to troubleshoot.

Connection ports: Port 104 is the standard DICOM port. All ports below 1024 require root access on unix-like systems (Linux and Mac).  So you can run Slicer with the sudo command to be able to open the port for the DICOM Listener.  Or you can use a different port, like 11112. You need to configure that on both sides of the connection. You can only have one process at a time listening on a port so if you have a listener running the second one won’t start up. Also if something adverse happens (a crash) the port may be kept open an you need to either kill the storescp helper process (or just reboot the computer) to free the port. Consult the Look at error log [https://www.slicer.org/wiki/Documentation/Nightly/SlicerApplication/ErrorLog] for diagnostic information.


DICOMweb networking

Slicer supports sending of DICOM items to a remote server using DICOMweb protocol. In send data window, set the full server URL in “Destination Address” and choose “DICOMweb” protocol.




View DICOM metadata


	Go to DICOM module


	Right-click on the item in the DICOM database window that you want to inspect


	Choose “View DICOM metadata”







Panels and their use


Basic usage


	Import DICOM files: all DICOM files in the selected folder (including subfolders) will be scanned and added to the Slicer DICOM database. If “Import directory mode” is set to “Copy” then Slicer will make a copy of the imported files into the database folder. It is recommended to copy data if importing files from removable media (CD/DVD/USB drives) to be able to load the data set even after media is ejected. Otherwise they will only be referenced in their original location.


	Show DICOM database: toggle between DICOM browser and viewers (slice view, 3D view, etc.)


	Patient list: shows patients in the database. Studies available for the selected patient(s) are listed in study list. Multiple patients can be selected.


	Study list: shows studies for the currently selected patient(s). Multiple studies can be selected.


	Series list: shows list of series (images, structure sets, segmentations, registration objects, etc.) available for selected studies.


	Load: click this button to load currently selected loadables into Slicer.


	Loaded data: shows all content currently loaded into the scene, which can be displayed in viewers by clicking the eye icon
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Additional options:


	Search boxes: each patient/study/series can be filtered by typing in these fields.


	Right-click menu item in patient/study/series list:


	View DICOM metadata: view metadata stored in file headers of selected series


	Delete: delete the selected item from the database. If the data set was copied into the DICOM database then the DICOM files are deleted, too.


	Export to file system: export selected items to DICOM files into a selected folder


	Send to DICOM server: send selected items to a remote DICOM server using DIMSE (C-store SCP) or DICOMweb (STOW-RS) protocol.








Advanced loading (allows loading DICOM data sets using non-default options):


	Advanced: check this checkbox to show advanced loading options


	Plugin selector section: you can choose which plugins will be allowed to examine the selected series for loading. This section is displayed if you click on “DICOM plugins” collapsible button at the bottom of DICOM module panel.


	Examine button: Runs each of the DICOM Plugins on the currently selected series and offers the result in the Loadable items list table.


	Loadable items list: displays all possible interpretations of the selected series by the selected plugins.  The plugin that most likely interprets the series correctly, is selected by default. You can override the defaults if you want to load the data in a different way. There will not always be a one-to-one mapping of selected series to list of loadable items.




[image: ]

DICOM module settings:


	DICOM networking: download data from remote server using query retrieve, set up receiving data via C-store SCP


	DICOM database settings: allows you to select a location on disk for Slicer’s database of DICOM files. The application manages content of this folder (stores metadata and copy of imported DICOM files): do not manually copy any data into this folder.


	Additional settings are available in menu: Edit / Application Settings / DICOM:


	Generic DICOM settings:


	Load referenced series will give you the option of easily loading, for example, the source volume of a segmentation when you open the segmentation.  This can also be made to happen automatically.






	DICOMScalarVolumePlugin settings:


	You can choose what back-end library to use (currently GDCM, DCMTK, or GDCM with DCMTK fallback with the last option being the default.  This is provided in case some data is unsupported by one library or the other.


	Acquisition geometry regularization option supports the creation of a nonlinear transform that corrects for things like missing slices or gantry tilt in the acquisition. The regularization transformation can also be hardened to the volume. See more information here [https://github.com/Slicer/Slicer/commit/3328b81211cb2e9ae16a0b49097744171c8c71c0]


	Autoloading subseries by time is an option break up some 4D acquisitions into individual volume, but is optional since some volumes are also acquired in time unites and should not be split.















Troubleshooting


How do I know if the files I have are stored using DICOM format? How do I get started?

DICOM files do not need to have a specific file extension, and it may not be straightforward to answer this question easily. However, if you have a dataset produced by a clinical scanner, it is most likely in the DICOM format. If you suspect your data might be in DICOM format, it might be easiest to try to load it as DICOM:


	drag and drop the directory with your data into Slicer window. You will get a prompt “Select a reader to use for your data? Load directory into DICOM database.” Accept that selection. You will see a progress update as the content of that directory is being indexed. If the directory contained DICOM data, and import succeeded, at the completion you will see the message of how many Patient/Study/Series/Instance items were successfully imported.


	Once import is completed, you will see the window of the DICOM Browser listing all Patients/Studies/Series currently indexed. You can next select individual items from the DICOM Browser window and load them.


	Once you load the data into Slicer using DICOM Browser, you can switch to the “Data” module to examine the content that was imported.






When I click on “Load selection to Slicer” I get an error message “Could not load … as a scalar volume”

A common cause of loading failure is corruption of the DICOM files by incorrect anonymization. Patient name, patient ID, and series instance UID fields should not be empty or missing (the anonymizer should replace them by other valid strings). Try to load the original, non-anonymized sequence and/or change your anonymization procedure.

If none of the above helps then check the Slicer error logs and report the error on the Slicer forum [https://discourse.slicer.org]. If you share the data (e.g., upload it to Dropbox and add the link to the error report) then Slicer developers can reproduce and fix the problem faster.



I try to import a directory of DICOM files, but nothing shows up in the browser

DICOM is a complex way to represent data, and often scanners and other software will generate ‘non-standard’ files that claim to be DICOM but really aren’t compliant with the specification.  In addition, the specification itself has many variations and special formats that Slicer is not able to understand.  Slicer is used most often with CT and MR DICOM objects, so these will typically work.

If you have trouble importing DICOM data here are some steps to try:


	Make sure you are following the DICOM loading instructions.


	We are constantly improving the application (new preview version is released every day), so there is a chance that the problem you encountered is addressed in a recent version. Try loading the data using the latest stable and the latest nightly versions of Slicer.


	Make sure the Slicer temporary folder is writeable. Temporary folder can be selected in menu: Edit / Application Settings / Modules / Temporary directory.


	Try moving the data and the database directory to a path that includes only US English characters (ASCII) to avoid possible parsing errors. No special, international characters are allowed.


	Make sure the database directory is on a drive that has enough free space (1GB free space should be enough). If you are running out of space then you may see this error message in an “Internal Error” popup window: Exception thrown in event: Calling methods on uninitialized ctkDICOMItem


	Import the files from local storage - physical drive or USB stick connected directly to the computer (not network drive, shared drive, cloud drive, google drive, virtual file system, etc.)


	Make sure filename is not very long (below a few ten characters) and full file path on Windows is below about 200 characters


	To confirm that your installation of Sicer is reading data correctly, try loading other data, such as this anonymized sample DICOM series (CT scan) [https://s3.amazonaws.com/IsomicsPublic/SampleData/QIN-HEADNECK-01-0024-CT.zip]


	Try import using different DICOM readers: in Application settings / DICOM / DICOMScalarVolumePlugin / DICOM reader approach: switch from DCMTK to GDCM (or GDCM to DCMTK), restart Slicer, and attempt to load the data set again.


	See if the SlicerDcm2nii extension will convert your images. You can install this module using the Extension manager. Once installed you will be able to use the Dcm2niixGUI module from Slicer.


	Try the DICOM Patcher module.


	Review the Error Log (menu: View / Error log) for information.


	Try loading the data by selecting one of the files in the Add data.  Note: be sure to turn on Show Options and then turn off the Single File option in order to load the selected series as a volume. In general, this is not recommended, as the loaded data may be incomplete or distorted, but it might work in some cases when proper DICOM loading fails.


	If you are still unable to load the data, you may need to find a utility that converts the data into something Slicer can read.  Sometimes tools like FreeSurfer [https://surfer.nmr.mgh.harvard.edu/], FSL [https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/] or MRIcron [https://www.nitrc.org/projects/mricron] can understand special formats that Slicer does not handle natively.  These systems typically export NIfTI [https://nifti.nimh.nih.gov/nifti-1/] files that Slicer can read.


	For archival studies, are you sure that your data is in DICOM format, or is it possible the data is stored in one of the proprietary MR [https://www.dclunie.com/medical-image-faq/html/part4.html] or CT [https://www.dclunie.com/medical-image-faq/html/part3.html] formats that predated DICOM? If the latter, you may want to try the dcm2nii tool distributed with MRIcron [https://www.nitrc.org/frs/?group_id=152] up until 2016. More recent versions of MRIcorn include dcm2niix, which is better for modern DICOM images. However, the legacy dcm2nii includes support for proprietary formats from GE, Philips, Siemens and Elscint.


	If none of the above help, then you can get help from the Slicer developer team, by posting on the Slicer forum [https://discourse.slicer.org] a short description of what you expect the data set to contain and the following information about the data set:


	You may share the DICOM files if they do not contain patient confidential information: upload the dataset somewhere (Dropbox, OneDrive, Google drive, …) and post the download link. Please be careful not to accidentally reveal private health information (patient name, birthdate, ID, etc.). If you want to remove identifiers from the DICOM files you may want to look at DicomCleaner [https://www.dclunie.com/pixelmed/software/webstart/DicomCleanerUsage.html], gdcmanon [http://gdcm.sourceforge.net/html/gdcmanon.html] or the RSNA Clinical Trial Processor [https://mircwiki.rsna.org/index.php?title=CTP-The_RSNA_Clinical_Trial_Processor] software.


	If it is not feasible to share the DICOM files, you may share the DICOM metadata and application log instead. Make sure to remove patient name, birthdate, ID, and all other private health information from the text, upload the files somewhere (Dropbox, OneDrive, Google drive, …), and post the download link.


	To obtain DICOM metadata: right-click on the series in the DICOM browser, select View metadata, and click Copy Metadata button. Paste the copied text to any text editor.


	To obtain detailed application log of the DICOM loading: Enable detailed logging for DICOM (menu: Edit / Application settings / DICOM / Detailed logging), then attempt to load the series (select the series in the DICOM browser and click “Load” button), and retrieve the log (menu: Help / Report a Bug -> Copy log messages to clipboard).














Something is displayed, but it is not what I expected


I would expect to see a different image

When you load a study from DICOM, it may contain several data sets and by default Slicer may not show the data set that you are most interested in. Go to Data module / Subject hierarchy section and click the “eye” icons to show/hide loaded data sets. You may need to click on the small rectangle icon (“Adjust the slice viewer’s field of view…”) on the left side of the slice selection slider after you show a volume.

If none of the data sets seems to be correct then follow the steps described in section “I try to import a directory of DICOM files, but nothing shows up in the browser”.



Image is stretched or compressed along one axis

Some non-clinical (industrial or pre-clinical) imaging systems do not generate valid DICOM data sets. For example, they may incorrectly assume that slice thickness tag defines image geometry, while according to DICOM standard, image slice position must be used for determining image geometry. DICOM Patcher module can fix some of these images: remove the images from Slicer’s DICOM database, process the image files with DICOM Patcher module, and re-import the processed file into Slicer’s DICOM database. If image is still distorted, go to Volumes module, open Volume information section, and adjust Image spacing values.

Scanners may create image volumes with varying image slice spacing. Slicer can represent such images in the scene by apply a non-linear transform. To enable this feature, go to menu: Edit / Application settings / DICOM and set Acquisition geometry regularization to apply regularization transform. Slice view, segmentation, and many other features work directly on non-linearly transformed volumes. For some other features, such as volume rendering, you need to harden the transform on the volume: go to Data module, in the row of the volume node, right-click on the transform column, and choose Harden transform.

Note that if Slicer displays a warning about non-uniform slice spacing then it may be due to missing or corrupted DICOM files. There is no reliable mechanism to distinguish between slices that are missing because they had not been acquired (for example, to reduce patient dose) or they were acquired but later they were lost.





Information for developers

See examples and other developer information in Developer guide and Script repository.



Related extensions and modules


	Add data dialog can be used to load some DICOM images directly, with bypassing the DICOM database. This may be faster in some cases, but it is not recommended, as it only supports certain kind of images and consistency and correctness of the data is not verified.


	Quantitative Reporting [https://github.com/QIICR/QuantitativeReporting#summary] extension reads and writes DICOM Segmentation Objects (label maps), structured reports, and parametric maps.


	SlicerRT [https://www.slicerrt.org/] extension reads and write DICOM Radiation Therapy objects (RT structure set, dose, image, plan, etc.) and provides tools for visualizing and analyzing them.


	LongitudinalPETCT [https://github.com/QIICR/LongitudinalPETCT#longitudinalpetct] extension reads all PET/CT studies for a selected patient and provides tools for tracking metabolic activity detected by PET tracers.


	DICOM Patcher module can be used before importing to fix common DICOM non-compliance errors.
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Markups


Overview

This module is used to create and edit markups (point list, line, angle, curve, closed curve, plane, ROI etc.) and adjust their display properties.
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How to


Place new markups


	Click the “Toggle Markups Toolbar” button in the Mouse Interaction toolbar to show/hide the Markups toolbar.




[image: ]

Using the Markups toolbar, click a markups type button to create a new object. The mouse interaction mode will automatically switch into control point placement mode.
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Click the down arrow of the control point place button in the Markups toolbar to select the “Place multiple control points” checkbox to keep placing control points continuously, without the need to click the place button after each point.


	Left-click in a slice view or 3D view to place points.


	Double-left-click or right-click to finish point placement.






Edit control point positions in existing markups


	Make sure that the correct markup is selected in the Markups module or Markups toolbar.


	Left-click-and drag a control point to move it.


	Left-click a control point to jump to it in all slice viewers. This helps in adjusting its position along all axes.


	Right-click to delete or rename a control point or change markup properties.


	Ctrl + Left-click to place a new control point on a markups curve.


	Enable Display / Interaction / Visible to show a widget that allows translation/rotation of the entire widget.






Edit properties of a markup that is picked in a view

To pick a markup in a viewer so that its properties can be edited in the Markups module, right-click on it in a slice view or 3D view and choose “Edit properties”.
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Edit Plane markups


	Planes can be defined using 3 “plane types”: Point normal (default, place one or two points defining the origin and normal), 3 points (place 3 points to define the origin and plane axes), and plane fit (place any number of points that will be fit to a plane).


	When placing a plane with the “point normal” plane type, Alt + Left-click will allow the placement of 2 points. Placing the first point will define the origin of the plane, while the second point will define the normal vector.


	If the handles are not visible, right-click on the plane outline, or on a control point, and check “Interaction handles visible”.


	Plane size can be changed using handles on the corners and edges of the plane.


	Left-click-and-drag on interaction handles to change the plane size.


	Resizing a plane will change the size mode to “absolute”, preventing changes in the control points from affecting the plane size.


	Plane type and size mode can be changed from the “Plane settings” section of the Markups module.






Edit ROI markups


	ROI size can be changed using handles on the corners and faces of the ROI.


	If the handles are not visible, right-click on the ROI outline, or on a control point, and check “Interaction handles visible”.


	Left-click-and-drag on interaction handles to change the ROI size.


	Alt + Left-click-and-drag to symmetrically adjust the ROI size without changing the position of the center.







Keyboard shortcuts

The following keyboard shortcuts are active when the markups toolbar is displayed.




	Key
	Operation





	Ctrl + Shift + A
	create new markup



	Ctrl + Shift + T
	toggle placing multiple control points



	Ctrl + Shift + space
	place new control point







Panels and their use


	Create: click on any of the buttons to create a new markup. Click in any of the viewers to place control points.


	Markups list: Select a markup to populate the GUI and allow modifications. When control point placement is activated on the toolbar, then points are added to this selected markup.





Display section


	Visibility: Toggle the markup visibility, which will override the individual control point visibility settings. If the eye icon is open, the list is visible, and pressing it will make it invisible. If the eye icon is closed, the list is invisible and pressing the button will make it visible.


	Opacity: Overall opacity of the selected markup.


	Glyph Size: Set control point glyph size relative to the screen size (if absolute button is not pressed) or as an absolute size (if absolute button is depressed).


	Text Scale: Label size relative to screen size.


	Interaction handles:


	Visibility: Check Visible to enable translation/rotation/scaling of the entire markups in slice and 3D views with an interactive widget.


	Translate, Rotate, Scale: enable/disable adjustment types.


	Size: size of the handles (relative to the application window size).


	More options: Clicking more options will show/hide check boxes for controlling the visibility of each interaction handle axis separately.






	Advanced:


	View: Select which views the markup is displayed in


	Selected Color: Select the color that will be used to display the glyph and text when the markup is marked as selected.


	Unselected Color: Select the color that will be used to display the glyph and text when the markup is not marked as selected.


	Active Color: Select the color that will be used to display the glyph and text when the mouse hovers over the markup.


	Glyph Type: Select the symbol that will be used to mark each location. Default is the Sphere3D.


	Line thickness: The thickness of lines in markups. Defined as either an absolute thickness, or as a percentage of the glyph size.


	Outline: Visibility and opacity of the markups outline.


	Fill: Visibility and opacity of the markups fill.


	Properties Label: Check to display node name and measurements.


	Control Point Labels: Check to display a label for each control point.


	Text display:


	Font: Change the properties of the font used to display the labels.


	Background: Change the label background color and opacity.






	3D Display:


	Placement mode: Defines how points are placed and moved in views


	Unconstrained: Point is moved independently from displayed objects in 3D views (e.g., in parallel with camera plane).


	Snap to visible surface: Point is snapped to any visible surface in 3D views.






	Occluded visibility: Controls the visibility and opacity of markups that are occluded. If enabled, the markup will remain visible even when it is blocked from view by other nodes (eg. volume rendering, segmentations, models, etc.).






	2D Display:


	Projection visibility: Check to enable or disable visualization of projected control points on 2D viewers. The projection of the control points in the 2D viewers will be displayed onto slices around the one on which the control points have been placed.


	Use Markup Color: If checked, color the projections the same color as the markup.


	Projection Color: If not using markup color for the projection, use this color.


	Outlined Behind Slice Plane: Control point projection is displayed filled (opacity = Projection Opacity) when on top of slice plane, outlined when behind, and with full opacity when in the plane. Outline isn’t used for some glyphs (Dash2D, Cross2D, Starburst).










	Scalars: Color markup according to a scalar, e.g. a per-control-point measurement (see Measurements section below)


	Visibility: Controls the visibility of the scalars on the markups node.


	Active Scalar: Select the scalar value that should be displayed.


	Color Table: Select the color table that should be used to display the scalars.


	Scalar Range Mode: Select the mode that should be used to control the mapping the scalar range onto the color node.


	Manual: range is set manually


	Data scalar range: range is set to the value range of the active scalar


	Color table: use range specified in the color table. Useful for showing several nodes using the same color mapping.


	Data type: range is set to the possible range of the active scalar’s data type. This is only useful mostly for 8-bit scalars.


	Direct color mapping: if active scalar has 3 or 4 components then those are interpreted as RGB or RGBA values.






	Displayed Range: The currently used scalar range.






	Color Legend: Controls the color legend for the currently active scalars.


	Visibility: Controls the visibility of the color legend in the views.


	Views: Select which views the color legend should be displayed in.


	Title: Set the title of the color legend.


	Label text: Display either the scalar values or the name of the color.


	Number of labels: Change the number of value labels that should be displayed on the legend.


	Number of colors: Change the maximum number of colors to display.


	Orientation: Change the display of the color legend between vertical and horizontal.


	Position: Adjust the position of the legend in the views.


	Size: Adjust the size of the legend in the views.


	Title/Label properties: Controls the display of the title.


	Format: Change the format used to display the scalar values in the legend (number of decimals, etc.) using a printf style string.


	Color: Change the color of the title/label.


	Opacity: Change the opacity of the title/label.


	Font: Change the font used to render the title/label.


	Style: Change the display properties of the title/label.


	Size: Change the size of the title.










	Save to Defaults: Save the display properties of this markup to be the new system defaults. The control point label visibility and properties label visibility are settings that are not included when saving defaults, as typically it is better to initialize these based on the markup type (control point labels are more useful for markups point lists, while the properties label is more useful for other markup types).


	Reset to Defaults: Reset the display properties of this markup to the system defaults.
Measurements section below)


	Visible: Whether scalar coloring should be shown or the original color of the markup


	Active Scalar: Which scalar array to use for coloring


	Color Table: Palette used for coloring


	Scalar Range Mode: Method for determining the range of the scalars (automatic range calculation based on the data is the default)










Control points section


	Interaction:


	Locked: Toggle the markups lock state (if it can be moved by mouse interactions in the viewers), which will override the individual control points lock settings.


	Fixed list of points: Toggle whether control points can be added or removed from the markups. Control point position can still be undefined.






	Click to Jump Slices: If checked, click in name column to jump slices to that point. The radio buttons control if the slice is centered on the control point or not after the jump. Right click in the table allows jumping 2D slices to a highlighted control point (uses the center/offset radio button settings). Once checked, arrow keys moving the highlighted row will also jump slice viewers to that control point position.


	Show slice intersections: Toggle visibility of the slice intersection visibility in the 2D views.


	Buttons: These buttons apply changes to control points in the selected list.


	Toggle visibility flag: Toggle visibility flag on all control points in the list. Use the drop down menu to set all to visible or invisible.


	Toggle selected flag: Toggle selected flag on all control points in the list. Use the drop down menu to set all to selected or deselected. Only selected markups will be passed to command line modules.


	Toggle lock flag: Toggle lock flag on all control points in the list. Use the drop down menu to set all to locked or unlocked.


	Skip highlighted control points: Clear the current the position and sets the control point state to skip. When placing multiple control points, control points with this state will be skipped over for placement, moving on to the next unplaced control point.


	Clear highlighted control points: Clear the current the position and sets the control point state to clear. The control point position can be redefined using place mode.


	Delete the highlighted control points from the active list: After highlighting rows in the table to select control points, press this button to delete them from the list.


	Remove all control points from the active list: Pressing this button will delete all of the control points in the active list, leaving it with a list length of 0.


	Transformed: Check to show the transformed coordinates in the table. This will apply any transform to the points in the list and show that result. Keep unchecked to show the raw RAS values that are stored in MRML. If you harden the transform the transformed coordinates will be the same as the non transformed coordinates.


	Hide RAS: Check to hide the coordinate columns in the table and uncheck to show them. Right click in rows to see coordinates.






	Control points table: Right click on rows in the table to bring up a context menu to show the full precision coordinates, distance between multiple highlighted control points, delete the highlighted control point, jump slice viewers to that location, refocus 3D viewers to that location, or if there are other lists, to copy or move the control point to another list.


	Selected: A check box is shown in this column, it’s check state depends on if the control point is selected or not. Click to toggle the selected state. Only selected control points will be passed to command line modules.


	Locked: An open or closed padlock is shown in this column, depending on if the control point is unlocked or locked. Click it to toggle the locked state.


	Visibility: An open or closed eye icon is shown in this column, depending on if the control point is visible or not. Click it to toggle the visibility state.


	Name: A short name for this control point, displayed in the viewers as text next to the glyphs.


	Description: A longer description for this control point, not displayed in the viewers.


	X, Y, Z: The RAS coordinates of this control point, 3 places of precision are shown.


	State: The current state of the control point. Clicking on the current state will cycle through the possible states.


	Edit: The control point is currently being placed. Only one control point can be in the edit state at a time. If the state of another control point is set to edit, then the current control point state will be set to clear.


	Skip: The control point is not currently defined, and cannot be selected for placement.


	Restore: The control point has a defined position. Entering this state will restore the last known position of the control point.


	Clear: The control point has not yet been placed, and can be selected for placement.










	Advanced section:


	Move Up: Move a highlighted control point up one spot in the list.


	Move Down: Move a highlighted control point down one spot in the list.


	Add Control Point: Add a new unplaced control point to the selected list, creating it with an undefined position.


	Naming:


	Name Format: Format for creating names of new control points, using sprintf format style. %N is replaced by the list name, %d by an integer.


	Apply: Rename all control points in this list according to the current name format, trying to preserve numbers. A quick way to re-number all the control points according to their index is to use a name format with no number in it, rename, then add the number format specifier %d to the format and rename one more time. Note that if the control point label contains multiple numbers then the first number is assumed to be part of the name and the second number is used as the control point number.


	Reset: Reset the name format field to the default value, %N-%d.






	Convert annotation fiducials: Uses annotation fiducial hierarchies to convert them to markups. Removes the annotation nodes once completed.










Measurements section


	This section lists the available measurements of the selected markup


	length for line and curve


	angle for angle markups


	curvature mean and curvature max for curve markups


	area for plane markups


	volume for ROI markups






	In the table below the measurement descriptions, the measurements can be enabled/disabled


	Basic measurements (e.g. length, angle) are enabled by default


	Curve markups support curvature calculation, which is off by default


	When turned on, the curvature data can be displayed as scalar coloring (see Display/Scalars above)














Export/Import Table section


	This section controls the import and export of markups to vtkMRMLTableNode.


	Operation: Select the operation, either Export or Import.


	Output/Input table: Select the input/output node.


	Advanced:


	Export coordinate system: Choose if the markups are exported in RAS or LPS.






	Import/Export: Execute export/import operation.






Curve setting section


	Curve type:


	linear: control points are connected with straight line


	spline, Kochanek spline: smooth interpolating curve


	polynomial: smooth approximating curve


	shortest distance on surface: curve points are forced to be on the selected model’s surface points, connected with a minimal-cost path across the model mesh’s edges






	Constrain to Model: Model to constrain the curve to. For curve types linear, spline, Kochanek spline, and polynomial the curves will be generated from the control points and then projected onto the surface. For shortest distance on surface curve type the curve is generated directly on this model.


	Surface: surface used for shortest distance on surface curve type and cost function that is minimized to find path connecting two control points


	Advanced:


	Maximum projection distance: The maximum search radius tolerance defining the allowable projection distance for projecting curve points. It is specified as a percentage of the model’s bounding box diagonal in world coordinate system.










Resample section


	Output node: Replace control points by curve points sampled at equal distances.


	Constrain points to surface: If a model is selected, the resampled points will be projected to the chosen model surface.


	Advanced:


	Maximum projection distance: The maximum search radius tolerance defining the allowable projection distance for projecting resampled control points. It is specified as a percentage of the model’s bounding box diagonal in world coordinate system.










Plane settings section


	Plane type: The method used to define the plane using control points.


	Three points: Plane can be defined by placing 3 control points. The origin of the plane will be at the first control point, the x-axis will be defined by the second, and plane normal will be defined by the cross product of the vectors from the second and third points to the first point.


	Point normal: Plane is defined using a single point and a normal vector. The normal vector will be parallel with the view direction. If placing in 3D, can be placed on a surface or volume rendering, which will align the plane normal with the surface normal.


	Plane fit: The plane is defined by fitting a plane to any number of control points (minimum 3).






	Size mode: Method used define the size of the plane.


	Auto: Plane size will be automatically defined based on the plane type.


	Absolute: Plane size will be fixed.






	Size: The width and length of the plane. Can only be modified in absolute plane size mode.


	Bounds: The minimum and maximum bounds of the plane along the plane XY axes. Can only be modified in absolute plane size mode.


	Normal: Controls the plane normal direction arrow visibility and opacity.






ROI settings section


	ROI type:


	Box: ROI is specified by a single control point in the center, axis directions, and size along each axis direction.


	BoundingBox: ROI is specified as the bounding box of all the control points.






	Inside out: If enabled then the selected region is outside the ROI boundary. It is up to each module to decide if this information is used. For example, if ROI is used for cropping a volume then this flag is ignored, as an image cannot have a hole in it; but for example inside out can make sense for blanking out region of a volume.


	L-R, P-A, I-S Range: Extents of the ROI box along the ROI axes.


	Display ROI: show/hide the ROI in all views.


	Interactive mode: allow changing the ROI position, orientation, and size in views using interaction handles. If interaction handles are disabled, the ROI may still be changed by moving control points (unless control points are locked, too).







Creating Template Landmarks

In order to define a workflow in which a known list of markups must be placed, it is possible to save/load predefined markups lists to use as templates.

Defining a template:


	Create a new point list using the toolbar, or the create button in the Markups module. You may want to exit place mode by clicking on the toolbar, or by right-clicking in a view.


	In the Markups module, select the newly created points list


	In the Control Points - Advanced section, create the required number of control points for the template by clicking on the Add Control Point button.


	Set the name/description of the control points in the control points table.


	To prevent points from being added or removed, click on the “Fixed list of points” button at the top of the control points section.


	Export the template to file by right-clicking on the points list in the markups module, or in the subject hierarchy, and select “Export to file…”.




Loading a template:


	Drag-and-drop the template file into 3D Slicer.


	Select the loaded template in the markups toolbar.


	Enter place mode with “Place multiple control points” enabled.


	Place points until all of the points in the template have been placed. Each point in the template will be selected for placement sequentially. Once all points have been placed, place mode will be automatically disabled.






Information for developers

See examples and other developer information in Developer guide and Script repository.



Related modules


	Endoscopy module uses control points


	This module replaced the legacy Annotations module.
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Models


Overview

This module is used for changing the appearance of and organizing 3d surface models.



Use cases


Visualize hierarchy of models

Models can be organized into folders and display properties (visibility, color, opacity) can be overridden for an entire branch.

Folder nodes can be created by right-clicking on a folder and choosing “Create child folder”.



Edit models

Models can be edited using Surface toolbox or Dynamic modeler module, or by converting to segmentation and editing with Segment Editor module.




Panels and their use


	Model tree:


	Filter by name…: Enter a model name to filter the model hierarchy tree to items that have matching name.


	Hide All Models: Turn off the visibility flag on all models in the scene. If any hierarchies have the “Force color to children” checkbox selected, the hierarchy node visibility will override model visibility settings.


	Show All Models: Turn on the visibility flag on all models in the scene. If any hierarchies have the “Force color to children” checkbox selected, the hierarchy node visibility will override model visibility settings.


	Scene tree view: The tree view of all models and model hierarchies in the current MRML scene.


	Show/hide models by clicking the eye icon.


	Change selected display properties by right-clicking on the eye icon.


	Change color by double-clicking on the color square.


	Organize models into a hierarchy: Create child folders by right-clicking on a folder item and drag-and-drop models into them. Visibility and opacity specified for a folder is applied to all children. Color specified for a folder is applied to all children if “Apply color to all children” option is enabled (in the right-click menu of the eye icon).










	Information Panel:


	Information: Information about this surface model


	Surface Area: The calculated surface area of the model, in square millimeters


	Volume: The volume inside the surface model, in cubic millimeters


	Number of Points: Number of vertices in the surface model


	Number of Cells: Number of cells in the surface model


	Number of Point Scalars: Shows how many arrays of scalars are associated with the points of the surface model.


	Number of Cell Scalars: Shows how many arrays of scalars are associated with the cells of the surface model.


	Filename: Path to the file from which this surface model was loaded and/or where it will be saved by default.






	Display: Control the display properties of the currently selected model in the Scene.


	Visibility: Control the visibility of the model.


	Visibility: The model is visible in views if this is checked.


	Opacity: Control the opacity of the model. 1.0 is totally opaque and 0.0 is completely transparent. 1.0 by default.


	View: Specifies which views this modelis visible in. If none are checked, the model is visible in all 2D and 3D views.


	Color: Control the color of the model. Note that the lighting can alter the color. Gray by default.










	3D Display:


	Representation: Control the surface geometry representation (points, wireframe, surface, or surface with edges).


	Visible sides: This option can be used to only show front-facing elements, which may make rendering slightly faster, but the inside of the model will be no longer visible (when the viewpoint is inside the model or when the model is clipped). when it is clipped). Showing of backface elements only allows seeing inside the model.


	Clipping: Enable clipped display of the model. Slice planes are used as clipping planes, according to options defined in the “Clipping planes” section at the bottom.


	Advanced


	Point Size: Set the diameter of the model points (if the model is a point cloud or if the representation is “Points”.) The size is expressed in screen units. 1.0 by default.


	Line Width: Set the width of the model lines (if the model is a polyline or representation is “Wireframe”). The width is expressed in screen units. 1.0 by default.


	Backface Color Offset: Control the color of the inside of the model (which is visible when the model is open or the viewpoint is inside the model). The values correspond to hue, saturation, and lightness offset compared to the base color.






	Edge Color: Control the color of the model edges (if Edge Visibility is enabled). Black by default.


	Lighting: Control whether the model representation is impacted by the frontfacing light. If enabled, Ambient, Diffuse and Specular parameters are used to compute the lighting effect. Enabled by default.


	Interpolation: Control the shading interpolation method (Flat, Gouraud, Phong) for the model. Gouraud by default. Gouraud and Phong shading requires surface normals. If surface normals are missing then the model will be displayed with flat shading (faceted appearance). Surface Toolbox module can compute normals for a model.


	Material Properties: Material properties of the currently selected model


	Ambient: Control the constant brightness of the model.


	Diffuse: Control the amount of light that is scattered back from the model. This is direction-dependent: regions that are orthogonal to the view direction appear brighter.


	Specular: Control specular reflection (“shininess”) of the model surface.


	Power: The specular power.


	Preview: A rendering of a sphere using the current material properties.










	Slice Display:


	Visibility: Control visibility of the model in slice views.


	Opacity: Opacity of the model in slice views.


	Mode: Intersection shows intersection lines of the model with the slice plane. Projection projects the entire model into the slice plane. Distance encoded projection makes the projected model colored based on the distance from the slice plane.


	Line width: Width in pixels of the intersection lines of the model with the slice planes.


	Color table: Specifies colors for “Distance encoded projection” mode.


	Scalars: Scalar overlay properties


	Visible: Color the model using the active scalar.


	Active Scalar: A drop down menu listing the current scalar overlays associated with this model and shows which one is currently active. Most models will have normals, Freesurfer surface models can have multiple scalar overlay files associated with them (e.g., lh.sulc, lh.curv).


	Color Table: Select a color look up table used to map the scalar overlay’s values  (usually in the range of 0.0 to 1.0) to colors. There are built in color maps that can be browsed in the Colors module. The most commonly used color map for FreeSurfer scalar overlays is the GreenRed one. Legacy color maps from Slicer2 include Grey, Iron, Rainbow, etc. Those color maps with “labels” in their names are usually discrete and don’t work well for the continuous scalar overlay ranges.


	Scalar Range Type: Select which scalar range to use:


	Manual: range is set manually


	Data scalar range: range is set to the value range of the active scalar


	Color table: use range specified in the color table. Useful for showing several nodes using the same color mapping.


	Data type: range is set to the possible range of the active scalar’s data type. This is only useful mostly for 8-bit scalars.


	Direct color mapping: if active scalar has 3 or 4 components then those are interpreted as RGB or RGBA values.






	Displayed Range: currently used scalar range.


	Threshold: if enabled, then regions of the model that are outside the specified range will be hidden.






	Clipping Planes:


	Clip selected model: enable clipping for the selected model.


	Clipping Type: When more than one slice plane is used, this option controls if it’s the union or intersection of the positive and/or negative spaces that is used to clip the model. The parts of the model inside the selected space is kept, parts outside of the selection are clipped away.


	Red/Yellow/Green Slice Clipping: Use the positive or negative space defined by the Red/Yellow/Green slice plane to clip the model. Positive side is toward the Superior/Right/Anterior direction. Keeps the part of the model in the selected space, clips away the rest.






	Clip only whole cells when clipping: choose between straight cut (cuts over cells) or crinkle cut (clips the model along cell boundaries).
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Scene Views


Overview

Scene views are a convenience tool for organizing multiple ‘live views’ of the data in your scene.

You can create any number of views and control parameters such as the 3D view, model visibility, window layout, and other parameters.

This can be used to set up a series of predefined starting points for looking at portions of your data in detail.

For example, you may have one overview scene which shows an external view of the body along with interior views with the skin surface turned off and slice planes visible to highlight a tumor location.



Panels and their use


	Scene Views: Create, edit, restore scene views


	Create and Edit: Create and delete scene views, move them up and down


	Create a 3D Slicer Scene View: Click on the camera button to create a new scene view


	Move selected view up: Move the highlighted scene view in the table up one row


	Move selected view down: Move the highlighted scene view in the table down one row


	Delete selected view: Click on the garbage can button to delete the highlighted scene view


	Table of Scene Views: A table showing the scene views, one per line
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Segmentations


Overview

The Segmentations module manages segmentations. Each segmentation can contain multiple segments, which correspond to one structure or ROI. Each segment can contain multiple data representations for the same structure, and the module supports automatic conversion between these representations (the default ones are: planar contour, binary labelmap, closed surface model), as well as advanced display settings and import/export features.


	Visualization of structures in 2D and 3D views


	Define regions of interest as input to further analysis (volume measurements, masking for computing radiomics features, etc.)


	Create surface meshes from images for 3D printing


	Editing of 3D closed surfaces




Motivation, features, and details of the infrastructure are explained in paper Cs. Pinter, A. Lasso, G. Fichtinger, “Polymorph segmentation representation for medical image computing”, Computer Methods and Programs in Biomedicine, Volume 171, p19-26, 2019 (pdf [http://perk.cs.queensu.ca/sites/perkd7.cs.queensu.ca/files/Pinter2019_Manuscript.pdf], DOI [https://doi.org/10.1016/j.cmpb.2019.02.011]) and in presentation slides (pdf [https://www.slicer.org/wiki/File:20160526_Segmentations.pdf], pptx [https://www.slicer.org/wiki/File:20160526_Segmentations.pptx]).
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Use cases


Edit segmentation

Segmentation can be edited using Segment Editor module.



Import an existing segmentation from volume file

3D volumes in NRRD (.nrrd or .nhdr) and Nifti (.nii or .nii.gz) file formats can be directly loaded as segmentation:


	Drag-and-drop the volume file to the application window (or use menu: File / Add Data, then select the file)


	In Description column choose Segmentation


	Optional: if a color table (specifying name and color for each label value) is available then load that first into the application and then select it as Color node in the Options section. Specification of the color table file format is available here.


	Click OK





Tip

To avoid the need to always manually select Segmentation, save the .nrrd file using the .seg.nrrd file extension. It makes Slicer load the image as a segmentation by default.



Other image file formats can be loaded as labelmap volume and then converted to segmentation:


	Drag-and-drop the volume file to the application window (or use menu: File / Add Data, then select the file)


	Click Show Options


	In Options column check LabelMap checkbox (to indicate that the volume is a labelmap, not a grayscale image)


	Click OK


	Go to Data module, Subject hierarchy tab


	Right-click on the name of the imported volume and choose Convert labelmap to segmentation node





Tip

To show the segmentation in 3D, go to Segmentations module and click Show 3D. Alternatively, go to Data module and drag-and-drop the segmentation into each view where you want to see them - if the segmentation is dragged into a 3D view then it will be shown there in 3D.





Import an existing segmentation from model (surface mesh) file

3D models in STL and OBJ formats can be directly loaded as segmentation:


	Drag-and-drop the volume file to the application window (or use menu: File / Add Data, then select the file)


	In Description column choose Segmentation


	Click OK




If the model contains very thin and delicate structures then default resolution for binary labelmap representation may be not sufficient for editing. Default resolution is computed so that the labelmap contains a total of approximately 256x256x256 voxels. To make the resolution finer:


	Go to Segmentations module


	In Representations section, click Binary labelmap -> Create, then Update


	In the displayed popup:


	In Conversion path section, click Closed surface -> Binary labelmap


	In Conversion parameters section, set oversampling factor to 2 (if this is not enough then you can try 2.5, 3, 4, …) - larger values increase more memory usage and computation time (oversampling factor of 2x increases memory usage by 2^3 = 8x).


	Click Convert








Other mesh file formats can be loaded as model and then converted to segmentation node:


	Drag-and-drop the volume file to the application window (or use menu: File / Add Data, then select the file)


	Click OK


	Go to Data module, Subject hierarchy tab


	Right-click on the name of the imported volume and choose Convert model to segmentation node






Editing a segmentation imported from model (surface mesh) file

Selection of a source volume is required for editing a segmentation. The source volume specifies the geometry (origin, spacing, axis directions, and extents) of the voxel grid that is used during editing.

If no volume is available then it can be created by the following steps:


	Go to Segment editor module


	Click Specify geometry button (on the right side of Source volume node selector)


	For Source geometry choose the segmentation (this specifies the extents, i.e., the bounding box so that the complete object is included)


	Adjust Spacing values as needed. It is recommended to set the same value for all three axes. Using smaller values preserve more details but at the cost of increased memory usage and computation time.


	Click OK


	When an editing operation is started then the Segment Editor will ask if the source representation should be changed to binary labelmap. Answer Yes, because binary labelmap representation is required for editing.





Note

Certain editing operations are available directly on models, without converting to segmentation. For example, using Surface Toolbox and Dynamic Modeler modules.





Export segmentation to model (surface mesh) file

Segments can be exported to STL or OBJ files for 3D printing or visualization/processing in external software:


	Open Export to files section in Segmentations module (or in Segment editor module: choose Export to files, in the drop-down menu of Segmentations button)


	Choose destination folder, file format, etc.


	Click Export




Other file formats:


	Go to Data module, right-click on the segmentation node, and choose Export visible segments to models (alternatively, use Segmentations module’s Export/import models and labelmaps section)


	In application menu, choose File / Save


	Select File format


	Click Save






Export segmentation to labelmap volume

If segments in a segmentation do not overlap each other then segmentation is saved as a 3D volume node by default when the scene is saved (application menu: File / Save). If the segmentation contains overlapping segments then it is saved as a 4D volume: each 3D volume containing a set of non-overlapping segments.

To force saving segmentation as a 3D volume, export it to a labelmap volume by right-clicking on the segmentation in Data module.

For advanced export options, Segmentations module’s Export/import models and labelmaps section can be used. If exported segmentation geometry (origin, spacing, axis directions, extents) must exactly match another volume’s then then choose that volume as Reference volume in Advanced section. Using a reference volume for labelmap export may result in the segmentation being cropped if some regions are outside of the new geometry. A confirmation popup will be displayed before the segmentation is cropped.



Export segmentation to labelmap volume file

If source representation of a a segmentation node is binary labelmap then the segmentation will be saved in standard NRRD file format. This is the recommended way of saving segmentation volumes, as it saves additional metadata (segment names, colors, DICOM terminology) in the image file in custom fields and allows saving of overlapping segments.

For exporting segmentation as NRRD or NIFTI file for external software that uses 3D labelmap volume file + color table file for segmentation storage:


	Open Export to files section in Segmentations module (or in Segment editor module: choose Export to files, in the drop-down menu of Segmentations button)


	In File format selector choose NRRD or NIFTI. NRRD format is recommended, as it is a simple, general-purpose file format. For neuroimaging, NIFTI file format may be a better choice, as it is the most commonly used research file format in that field.


	Optional: choose Reference volume if you want your segmentation to match a selected volume’s geometry (origin, spacing, axis directions) instead of the current segmentation geometry


	Optional: check Use color table values checkbox and select a color table to set voxel values in the exported files from values specified in the color table. The label value is index of the color table entry that has the same name as the segment name. If a color table is not specified then, voxel values are based on the order of segments in the segment list (voxels that are outside of all segments are set to 0, voxels of the first segment are set to  1, voxels of the second segment are set to 2, etc).


	Set additional options (destination folder, compression, etc.) as needed


	Click Export




Labelmap volumes can be created in any other formats by exporting segmentation to labelmap volume then in application menu, choose File / Save.

Using a reference volume for labelmap export may result in the segmentation being cropped if some regions are outside of the new geometry. A confirmation popup will be displayed before the segmentation is cropped.



Create new representation in segmentation (conversion)

The supported representations are listed in the Representations section. Existing representations are marked with a green tick, the source representation is marked with a gold star. The source representation is the editable (for example, in Segment Editor module) and it is the source of all conversions.


	To create a representation, click on the Create button in the corresponding row. To specify a custom conversion path or parameters (reference geometry for labelmaps, smoothing for surfaces, etc.), click the down-arrow button in the “Create” button and choose “Advanced create…”, then choose a conversion path from the list at the top, and adjust the conversion parameters in the section at the bottom.


	To update a representation (re-create from the source representation) using custom conversion path or parameters, click the “Update” button in the corresponding row.


	To remove a representation, click the down-arrow button in the “Update” button then choose “Remove”.






Adjust how segments are displayed


	By right-clicking the eye icon in the segments table the display options are shown and the different display modes can be turned on or off


	Advanced display options are available in Segmentations module’s Display sections.






Managing segmentations using Python scripts

See Script repository’s Segmentations section for examples.



DICOM export


	The source representation is used when exporting into DICOM, therefore you need to select a source volume, create binary labelmap representation and set it as master


	DICOM Segmentation Object export if QuantitativeReporting extension is installed


	Legacy DICOM RT structure set export is available if SlicerRT extension is installed. RT structure sets are not recommended for storing segmentations, as they cannot store arbitrarily complex 3D shapes.


	Follow these instructions for exporting data in DICOM format.







Panels and their use


	Segments table


	Add/remove segments


	Edit selected: takes user to Segment Editor module


	Set visibility and per-segment display settings, opacity, color, segment name






	Display


	Segmentations-wide display settings (not per-segment!): visibility, opacity (will be multiplied with per-segment opacity for display)


	Views: Individual views to show the active segmentation in


	Slice intersection thickness


	Representation in 3D/2D views: The representation to be shown in the 3D and 2D views. Useful if there are multiple representations available, for example if we want to show the closed surface in the 3D view but the labelmap in the slice views






	Representations


	List of supported representations and related operations


	The already existing representations have a green tick, the source representation (that is the source of all conversions and the representation that can be edited) a gold star


	The buttons in each row can be used to create, remove, update a representation


	Advanced conversion is possible (to use the non-default path or conversion parameters) by long-pressing the Create or Update button


	Existing representations can be made master by clicking Make source. The source representation is used as source for conversions, it is the one that can be edited, and saved to disk










	Copy/move (import/export)


	Left panel lists the segments in the active segmentation


	Right panel shows the external data container


	The arrow buttons van be used to copy (with plus sign) or move (no plus sign) segments between the segmentation and the external node


	New labelmap or model can be created by clicking the appropriate button on the top of the right panel


	Multiple segments can be exported into a labelmap. In case of overlapping segments, the subsequent segments will overwrite the previous ones!








Subject hierarchy


	Segmentations are shown in subject hierarchy as any other node, with the exception that the contained segments are in a “virtual branch”.


	The segments can be moved between segmentations, but drag&drop to anywhere other than under another segmentation is not allowed






	Special subject hierarchy features for segmentations


	Create representation: Create the chosen representation using the default path






	Special subject hierarchy features for segments


	Show only this segment: Useful if only one segment needs to be shown and there are many, so clicking the eye buttons would take a long time


	Show all segments










Tutorials


	Segmentation tutorials [https://www.slicer.org/wiki/Documentation/Nightly/Training#Segmentation]






Limitations


	When segmentation is displayed in 2D views using Closed surface representation (either because this is the only available representation or because this representation is chosen to be shown in Segmentations module: Display / Advanced / Representation in 2D views -> Closed surface) then filling of the contours may appear incomplete and/or inverted. This is just a rendering error and does not affect the segmentation content. To avoid seeing such rendering artifacts, create Binary labelmap representation and choose Representation in 2D views -> Binary labelmap.






Information for developers


	vtkSegmentationCore on GitHub [https://github.com/Slicer/Slicer/tree/main/Libs/vtkSegmentationCore] (within Slicer)


	Segmentations Slicer module on GitHub [https://github.com/Slicer/Slicer/tree/main/Modules/Loadable/Segmentations]


	Segmentations Labs page [https://www.slicer.org/wiki/Documentation/Labs/Segmentations]


	Manipulation of segmentations from Python scripts - examples in script repository






Related modules


	Segment Editor module is for editing segments of a segmentation node






References


	Development notes [https://github.com/SlicerRt/SlicerRT/wiki/Segmentation]
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Segment editor

This is a module is for specifying segments (structures of interest) in 2D/3D/4D images. Some of the tools mimic a painting interface like photoshop or gimp, but work on 3D arrays of voxels rather than on 2D pixels. The module offers editing of overlapping segments, display in both 2D and 3D views, fine-grained visualization options, editing in 3D views, create segmentation by interpolating or extrapolating segmentation on a few slices, editing on slices in any orientation.

Segment Editor does not edit labelmap volumes or models, but segmentations can be easily converted to/from labelmap volumes and models using the Import/Export section of Segmentations module.
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How to cite

To cite the Segment Editor in scientific publications, you can cite 3D Slicer and the Segment Editor paper: Cs. Pinter, A. Lasso, G. Fichtinger, “Polymorph segmentation representation for medical image computing”, Computer Methods and Programs in Biomedicine, Volume 171, p19-26, 2019 (pdf [http://perk.cs.queensu.ca/sites/perkd7.cs.queensu.ca/files/Pinter2019_Manuscript.pdf], DOI [https://doi.org/10.1016/j.cmpb.2019.02.011]). Additional references to non-trivial algorithms used in Segment Editor effects are provided below, in the documentation of each effect.



Keyboard shortcuts

The following keyboard shortcuts are active when you are in the Segment Editor module.  They are intended to allow two-handed editing, where on hand is on the mouse and the other hand uses the keyboard to switch modes.




	Key
	Operation





	left arrow
	move to previous slice



	right arrow
	move to next slice



	Shift + mouse move
	scroll slices to mouse location



	Ctrl + mouse wheel
	zoom image in/out



	q
	select previous segment



	w
	select next segment



	z
	undo



	y
	redo



	esc
	unselect effect



	space
	toggle between last two active effects



	1, 2, … 0
	select effect (1-10)



	Shift + 1, 2, … 0
	select effect (11-20)



	i
	toggle masking by intensity range







Tutorials


	Segmentation tutorials [https://www.slicer.org/wiki/Documentation/Nightly/Training#Segmentation]






Panels and their use


Main options


	Segmentation: Choose the segmentation to edit


	Source volume: Choose the volume to segment. The source volume that is selected the very first time after the segmentation is created is used to determine the segmentation’s labelmap representation geometry (extent, resolution, axis directions, origin). The source volume is used by all editor effects that uses intensity of the segmented volume (e.g., thresholding, level tracing). The source volume can be changed at any time during the segmentation process. Note: changing the source volume does not affect the segmentation’s labelmap representation geometry. To make changes to the geometry (make the extent larger, the resolution finer, etc.) click Specify geometry button next to the source volume selector, select a “Source geometry” node that will be used as a basis for the new geometry, adjust parameters, and click OK. To specify an arbitrary extens, an ROI (region of interest) node can be created and selected as source geometry. If the new geometry will crop a region from the existing segments, a warning icon will be displayed beside the “Pad output” checkbox. If the “Pad output” is checked, the extent will be expanded so that it contains both the existing segments and the new reference geometry.
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	Add: Add a new segment to the segmentation and select it.


	Remove: Select the segment you would like to delete then click Remove segment to delete from the segmentation.


	Show 3D: Display your segmentation in the 3D Viewer. This is a toggle button. When turned on the surface is created and updated automatically as the user is segmenting. When turned off, the conversion is not ongoing so the segmentation process is faster. To change surface creation parameters: go to Segmentations module, click Update button in Closed surface row in Representations section, click Binary labelmap -> Closed surface line, double-click on value column to edit a conversion parameter value. Setting Smoothing factor to 0 disables smoothing, making updates much faster. Set Smoothing factor to 0.1 for weak smoothing and 0.5 or larger for stronger smoothing.






Segments table

This table displays the list of all segments.

Table columns:


	Visibility (eye icon): Toggle segment’s visibility. To customize visualization: either open the slice view controls (click on push-pint and double-arrow icons at the top of a slice viewer) or go to Segmentations module.


	Color swatch: set color and assign segment to standardized terminology.


	State (flag icon): This column can be used for setting the editing status of each segment that can be used for filtering the table or mark segments for further processing.


	Not started: default starting state, indicates that editing has not happened yet.


	In progress: when a “not started” segment is edited its state is automatically changed to this


	Completed: user can manually select this state to indicate that the segmentat is complete


	Flagged: user can manually select this state for any custom purpose, for example to bring the segment into the attention of an expert reviewer






	Layer: advanced information, displays the 3D layer index when there are overlapping segments. Hidden By default, can be shown by right-clicking on the table and enabling Show layer column.




Filter bar: It can be used for finding segments when editing segmentations that contain a large number of segments. By default the filter bar may not be shown, right-click on the segments table and click Show filter bar to show/hide it.


	Filter: filter by segment name


	Segment state toggle buttons: only segments of the selected states will be displayed in the segment list






Effects section


	Effect toolbar: Select the desired effect here. See below for more information about each effect.


	Options: Options for the selected effect will be displayed here.


	Undo/Redo: The module saves state of segmentation before each effect is applied. This is useful for experimentation and error correction. By default the last 10 states are remembered.






Masking options

These options allow you to define the editable areas and whether or not certain segments can be overwritten.


	Editable area: Changes will be limited to the selected area. This can be used for drawing inside a specific region or split a segment into multiple segments.


	Editable intensity range: Changes will be limited to areas where the source volume’s voxels are in the selected intensity range. It is useful when locally an intensity threshold separates well between different regions. Intensity range can be previewed by using Threshold effect.


	Modify other segments: Select which segments will be overwritten rather than overlapped.


	Overwrite all: Segment will not overlap (default).


	Overwrite visible: Visible segments will not overlap with each other. Hidden segments will not be overwritten by changes done to visible segments.


	Allow overlap: Changing one segment will not change any other.











Effects

Effects operate either by clicking the Apply button in the effect options section or by clicking and/or dragging in slice or 3D views.


[image: ] Threshold

Use Threshold to determine a threshold range and save results to selected segment or use it as Editable intensity range.



[image: ] Paint


	Pick the radius (in millimeters) of the brush to apply


	Left click to apply single circle


	Left click and drag to fill a region


	A trace of circles is left which are applied when the mouse button is released


	Sphere mode applies the radius to slices above and below the current slice.







	Key
	Operation





	Shift + mouse wheel
	increase/decrease brush size



	-
	shrink brush radius by 20%



	+
	grow brush







[image: ] Draw


	Left click to lay individual points of an outline


	Left drag to lay down a continuous line of points


	Left double-click to add a point and fill the contour. Alternatively, right click to fill the current contour without adding any more points.







	Key
	Operation





	x
	delete the last point added



	a
	apply segment



	Enter
	apply segment






Note

Scissors effect can be also used for drawing. Scissors effect works both in slice and 3D views, can be set to draw on more than one slice at a time, can erase as well, can be constrained to draw horizontal/vertical lines (using rectangle mode), etc.





[image: ] Erase

Same as the Paint effect, but the highlighted regions are removed from the selected segment instead of added.

If Masking / Editable area is set to a specific segment then the highlighted region is removed from selected segment and added to the masking segment. This is useful when a part of a segment has to be separated into another segment.




	Key
	Operation





	Shift + mouse wheel
	increase/decrease brush size



	-
	shrink brush radius by 20%



	+
	grow brush radius by 20%







[image: ] Level Tracing


	Moving the mouse defines an outline where the pixels all have the same background value as the current background pixel


	Clicking the left mouse button applies that outline to the label map






[image: ] Grow from seeds

Draw segment inside each anatomical structure. This method will start from these “seeds” and grow them to achieve complete segmentation.


	Initialize: Click this button after initial segmentation is completed (by using other editor effects).
Initial computation may take more time than subsequent updates.
Source volume and auto-complete method will be locked after initialization,
therefore if either of these have to be changed then click Cancel and initialize again.


	Update: Update completed segmentation based on changed inputs.


	Auto-update: activate this option to automatically updating result preview when segmentation is changed.


	Cancel: Remove result preview. Seeds are kept unchanged, so parameters can be changed and segmentation can be restarted by clicking Initialize.


	Apply: Overwrite seeds segments with previewed results.




Notes:


	Only visible segments are used by this effect.


	At least two segments are required.


	If a part of a segment is erased or painting is removed using Undo (and not overwritten by another segment) then it is recommended to cancel and initialize. The reason is that effect of adding more information (painting more seeds) can be propagated to the complete segmentation, but removing information (removing some seed regions) will not change the complete segmentation.


	The method uses an improved version of the grow-cut algorithm described in Liangjia Zhu, Ivan Kolesov, Yi Gao, Ron Kikinis, Allen Tannenbaum. An Effective Interactive Medical Image Segmentation Method Using Fast GrowCut, International Conference on Medical Image Computing and Computer Assisted Intervention (MICCAI), Interactive Medical Image Computing Workshop, 2014.






[image: ] Fill between slices

Create complete segmentation on selected slices using any editor effect. You can skip any number of slices between segmented slices. This method will fill the skipped slices by interpolating between segmented slices.


	Initialize: Click this button after initial segmentation is completed (by using other editor effects).
Initial computation may take more time than subsequent updates.
Source volume and auto-complete method will be locked after initialization,
therefore if either of these have to be changed then click Cancel and initialize again.


	Update: Update completed segmentation based on changed inputs.


	Auto-update: activate this option to automatically updating result preview when segmentation is changed.


	Cancel: Remove result preview. Seeds are kept unchanged, so parameters can be changed and segmentation can be restarted by clicking Initialize.


	Apply: Overwrite seeds segments with previewed results.




[image: ] [https://www.youtube.com/watch?v=u93kI1MG6Ic]

Notes:


	Only visible segments are used by this effect.


	The method does not use the source volume, only the shape of the specified segments.


	The method uses ND morphological contour interpolation algorithm described in this paper: https://insight-journal.org/browse/publication/977






[image: ] Margin

Grows or shrinks the selected segment by the specified margin.

By enabling Apply to visible segments, all visible segments of the segmentation will be processed (in the order of the segment list).



[image: ] Hollow

Makes the selected visible segment hollow by replacing the segment with a uniform-thickness shell defined by the segment boundary.

By enabling Apply to visible segments, all visible segments of the segmentation will be processed (in the order of the segment list).



[image: ] Smoothing

Smoothes segments by filling in holes and/or removing extrusions.

By default, the current segment will be smoothed. By enabling Apply to visible segments, all visible segments of the segmentation will be smoothed (in the order of the segment list). This operation may be time-consuming for complex segmentations. The Joint smoothing method always smoothes all visible segments.

By clicking Apply button, the entire segmentation is smoothed. To smooth a specific region, left click and drag in any slice or 3D view. Same smoothing method and strength is used as for the whole-segmentation mode (size of the brush does not affect smoothing strength, just makes it easier to designate a larger region).

Available methods:


	Median: removes small extrusions and fills small gaps while keeps smooth contours mostly unchanged. Applied to selected segment only.
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Welcome


Overview

This module is intended as a welcome screen and basic overview of the Slicer software.

By default Slicer shows this module at startup, but this can be changed by selecting a different module in application settings -> Modules -> Default startup module.



Panels and their use


Updates

This section allows configuring application and extension update checks.

If Check for updates - Automatically checkbox is checked then it means that the application periodically queries the Slicer download and extension servers to determine if updates are available for the main application or for any installed extensions. If the checkbox is gray (neither checked nor unchecked) then it means that either application or extension update check is enabled but not both. The servers may collect anonymous statistics of these queries.

Check now button can be used to force an immediate check for application and extension updates. This may be useful if automatic update checks are disabled or extensions may have been updated since the last automatic update check.
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Transforms


Overview

This module is used for creating, editing, and visualization of spatial transformations. Transformations are stored in transform nodes and define position, orientation, and warping in the world coordinate system or relative to other nodes, such as volumes, models, markups, or other transform nodes.

See a summary of main features demonstrated in this video [https://screencast.com/t/Z6dQVjK3m].

Supported transform types:


	linear transform: rigid, scaling, shearing, affine, etc. specified by a 4x4 homogeneous transformation matrix


	b-spline transform: displacement field specified at regular grid points, with b-spline interpolation


	grid transform: dense displacement field, with trilinear interpolation


	thin-plate splines: displacements specified at arbitrarily placed points, with thin-plate spline interpolation


	composite transforms: any combinations of the transforms above, in any order, any of them optionally inverted






Use cases


Create a transform

Transform node can be created in multiple ways:


	Method A: In Data module’s Subject hierarchy tab, right-click on the “Transform” column and choose “Create new transform”. This always creates a general “Transform”.


	Method B: In Data module’s Transform hierarchy tab, right-click on an item and choose “Insert transform”. This always creates a “Linear transform”. Advantage of this method is that it is easy to build and overview hierarchy of transforms.


	Method C: In Transforms module click on “Active transform” node selector and choose one of the “Create new…” options.




How to choose transform type: Create “Linear transform” if you only work with linear transforms, because certain modules only allow you to select this node type as input. In other cases, it is recommended to  create the general “Transform” node. Multiple transform node types exist because earlier Slicer could only store a simple transformation in a node. Now a transform node can contain any transformation type (linear, grid, bspline, thin-plate spline, or even composite transformation - an arbitrary sequence of any transformations), therefore transform node types only differ in their name. In some modules, node selectors only accept a certain transform node type, therefore it may be necessary to create that expected transform type, but in the long term it is expected that all modules will accept the general “Transform” node type.



Apply transform to a node

“Applying a transform” means setting parent transform to a node to translate, rotate, and/or warp it. If the parent transform is changed then the position or shape of the node is automatically updated. If the transform is removed then original (non-transformed) state of the node is restored.

A transform can be applied to a node in multiple ways:


	Method A: In Data module’s Subject hierarchy tab, right-click on the “Transform” column and choose a transform (or “Create new transform”). The transform can be interactively edited in 3D views by right-click on “Transform” column and choosing “Interaction in 3D view”. See this short demonstration video [https://youtu.be/bbikx7Edv4g].


	Method B: In Data module’s Transform hierarchy tab, drag the nodes under a transform.


	Method C: In Transforms module’s “Apply transform” section move nodes from the Transformable list to the Transformed list by selecting them and click the arrow button between them.




Parent transform can be set for transform nodes, thereby creating a hierarchy (tree) of transforms. This transform tree is displayed in Data module’s Transform hierarchy tab.



Harden transform on a node

“Hardening a transform” means permanently modify the node according to the currently applied transform. For example, coordinate values of model points are updated with the transformed coordinates, or a warped image voxels are resampled. After hardening the transform, the node is no longer associated with the transform.

A transform can be hardened on a node in multiple ways:


	Method A: In Data module, right-click on Transform column and click “Harden transform”


	Method B: In Transforms module’s “Apply transform” section, click the harden button (below the left arrow button).




If non-linear transform is hardened on a volume then the volume is resampled using the same spacing and axis directions as the original volume (using linear interpolation). Extents are updated to fully contain the transformed volume. To specify a different image extent or resolution, one of the image resampling modules can be used, such as “Resample Scalar/Vector/DWI volume”.



Modify transform


	Invert: all transforms can be inverted by clicking “Invert” button in Transforms module’s Edit section. This is a reversible operation, as the transform’s internal representation is not changed, just a flag is set that the transform has to be interpreted as its inverse.


	Split: a composite transform can be split to multiple transform nodes (so that each component is stored in a separate transform node) by clicking “Split” button in Transforms module’s Edit section.


	Change translation/rotation:


	linear transforms can be edited using translation and rotation sliders Transforms module’s Edit section. “Translation in global or local reference frame” button controls if translation is performed in the parent coordinate system or the rotated coordinate system.


	translation and rotation of a linear transform can be interactively edited in 3D by enabling “Visible in 3D view” in Transform’s module Display / Interaction section. See this short demonstration video [https://youtu.be/bbikx7Edv4g].






	Edit warping transform: to specify/edit a warping transform that translates a set of points to specified positions, you can use semi-automatic registration methods






Compute transform

Transforms are usually computed using spatial registration tools.



Save transform

Transforms are saved into ITK [https://itk.org/] transform file format. ITK always saves transform “from parent”, as this is the direction that is necessary for transforming images.

If a transform node in Slicer has a transformation with “to parent” direction (e.g., it was computed like that or a “from parent” transform got inverted) then:


	linear transforms: the transform is automatically converted to “from parent” direction.


	warping transforms: the transform is saved as special inverse transform class that most ITK-based applications cannot interpret. If compatibility with other applications is needed, the transform can be converted to a displacement field before saving.




A quick way to export a linear transform to another software or to text files is to copy the homogeneous transformation matrix values to the clipboard by clicking “Copy” button in Edit section in Transforms module.



Load transform

Drag-and-drop the transform file to the application window and make sure “Transform” is selected in Description column.

MetaImage (mha), NIFTI (nii) vector volumes can be loaded as displacement field (grid) transform. The volume and its vectors are expected to be stored in LPS coordinate system (during reading they are converted to RAS to match coordinate system conventions in Slicer).

A quick way to import a linear transform from another software or from text files is to copy the homogeneous transformation matrix values to the clipboard, and click “Paste” button in Edit section in Transforms module.



Visualize transform

Transforms can be visualized in both 2D and 3D views, as glyphs representing the displacement vectors as arrows, cones, or spheres; regular grids that are deformed by the transform; or contours that represent lines or surfaces where the displacement magnitude has a specific value. See documentation of [Display section](transforms.md#display [http://transforms.md#display]] for details.




Panels and their use

Active Transform: Select the transform node to display, control and edit.


Information

Displays details about what transformation(s) a transform node contains, such as type and direction (“to parent” or “from parent).

It also displays displacement value at the current mouse pointer position (in slice views, it is enough to just move the mouse pointer; in 3D views, Shift key must be held down while moving the mouse).

[image: ]



Edit


	Transform matrix: 4x4 homogeneous transformation matrix. Each element is editable on double click. Type Enter to validate change, Escape to cancel or Tab to edit the next element. First 3 columns of the matrix specifies an axis of the transformed coordinate system. Scale factor along an axis is the column norm of the corresponding column. Last column specifies origin of the transformed coordinate system. Last row of the transform is always [0, 0, 0, 1].


	Translation and rotation sliders:


	Translation: Apply LR, PA, and IS translational components of the transformation matrix in RAS space (in mm). Min and Max control the lower and upper bounds of the sliders.


	Rotation: Apply LR, PA, and IS rotation angles (degrees) in the RAS space. Rotations are concatenated.


	Note: Linear transform edit sliders only show relative translation and rotation because a transformation can be achieved using many different series of transforms. To make this clear to users, only one transform slider can be non-zero at a time (all previously modified sliders are reset to 0 when a slider is moved). The only exception is translation sliders in “translate first” mode (i.e., when translation in global/local coordinate system button is not depressed): in this case there is a only one way how a specific translation can be achieved, therefore transform sliders are not reset to 0. An rotating dial widget would be a more appropriate visual representation of the behavior than sliders, but slider is chosen because it is a standard widget and users are already familiar with it.






	Translation reference frame: Determines what coordinate system the translation (specified by translation sliders) is specified in - in the parent coordinate system or in the rotated coordinate system.


	Identity: Resets transformation matrix to identity matrix.


	Invert: Inverts the transformation matrix.


	Split: Split a composite transform so that each of its component is stored in a separate transform node.


	Copy: copy the homogeneous transformation matrix values to the clipboard. Values are separated by spaces, each line of the transform is in a separate line.


	Paste: paste transformation matrix from clipboard. Values can be separated by spaces, commas, or semicolons, which allows copy/pasting numpy array from Python console or matrix from Matlab.
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Display

This section allows visualization of how much and what direction of displacements specified by the transform.

[image: ]


Visualization modes


	Glyph mode




Slice view:


	arrow: the arrow shows the displacement vector at the arrow starting point, projected to the slice plane


	cone: the cone shows the displacement vector at the cone centerpoint, projected to the slice plane


	sphere: the circle diameter shows the displacement vector magnitude at the circle centerpoint







	Glyph - arrow (slice view)
	Glyph - cone (slice view)
	Glyph - sphere (slice view)
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3D view:


	arrow: the arrow shows the displacement vector at the arrow starting point


	cone: the cone shows the displacement vector at the cone centerpoint


	sphere: the sphere diameter shows the displacement vector magnitude at the circle centerpoint







	Glyph - arrow (3D view)
	Glyph - cone (3D view)
	Glyph - sphere (3D view)
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	Grid mode





	Slice view: Grid visualization (2D): shows a regular grid, deformed by the displacement vector projected to the slice


	3D view: shows a regular grid, deformed by the displacement vector







	Grid (slice view)
	Grid - slice plane (3D view)
	Grid - volume (3D view)
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	Contour mode





	Slice view: iso-lines corresponding to selected displacement magnitude values


	3D view: iso-surfaces corresponding to selected displacement magnitude values







	Contour (slice view)
	Contour (3D view)
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Coloring

Open Transforms module / Display section / Colors section. If you click on a small circle then above the color bar you can see the small color swatch. On its left side is the points index (an integer that tells which point is being edited and that can be used to jump to the previous/next point), and on its right side is the mm value corresponding to that color.

The default colormap is:


	1mm (or below) = gray


	2mm = green


	5mm = yellow


	10mm (or above) = red




You can drag-and-drop any of the small circles or modify the mm value in the editbox. You can also add more color values by clicking on the color bar. Then, you can assign a color and/or adjust the mm value. If you click on a circle and press the DEL key then the color value is deleted.

If you need to know accurate displacement values at specific positions then switch to contour mode and in the “Levels” list enter all the mm values that you are interested in. For example, if you enter only a single value “3” in the Levels field you will see a curve going through the points where the displacement is exactly 3 mm; on one side of the curve the displacements are smaller, on the other side the displacements are larger.

You can show both contours and grid or glyph representations by loading the same transform twice and choosing a different representation for each.




Apply transform

Controls what nodes the currently selected “Active transform” is applied to.


	Transformable: List the nodes in the scene that do not directly use the active transform node.


	Transformed: List the nodes in the scene that use the active transform node.


	Right arrow: Apply the active transform node to the selected nodes in Transformable list.


	Left arrow: Remove the active transform node from the selected nodes in the Transformed list.


	Harden transform: Harden active transform on the nodes selected in the Transformed list.






Convert

This section can sample the active transform on a grid (specified by the selected “Reference volume”) and save it to a node. Depending on the type of selected “Output displacement field” node, slightly different information is exported:


	Scalar volume node : magnitude of displacement is saved as a scalar volume


	Vector volume node: displacement vectors are saved as voxel values (in RAS coordinate system). When the vector volume is written to file, the image grid is saved in LPS coordinate system, but displacement values are still kept in RAS coordinate system.


	Transform node: a grid transform is constructed. This can be used for creating an inverted displacement field that any ITK application can read. When the grid transform is written to file, both the image grid and displacement values are saved in LPS coordinate system.







Related modules


	Registration modules: transforms can be computed automatically using semi-automatic or automatic registration modules






Information for developers

See examples and other developer information in Developer guide and Script repository.
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View Controllers


Overview

The View Controllers module provides access to nodes controlling multiple views within a single panel. A view is a display of data packed within layout. Slice Views and 3D Views are two types of views that can appear in a layout and whose controls can also be accessed from the View Controllers module. Each type of view has a separate section of the View Controllers panel. For example, the Slice Controllers are grouped together, followed by the 3D Controllers. An extra panel allows an alternative control over a Slice View.



Panels and their use


	Slice Controllers: Slice Controllers for each of the Slice Views visible in the current layout. This is the same controller that is accessible from the bar at the top of a Slice View. It provides access to select the content (foreground, background, label) as well as control reformation, linking, visibility in the 3D view, lightbox, etc.


	3D View Controllers: Controllers for each 3D View. This is the same controller that is accessible from the bar at the top of a 3D View. It provides access to the view direction, zooming, spinning, rocking, etc.


	Slice Information: An alternative panel to control geometric parameters of a Slice View (field of view, lightbox, slice spacing).
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Volume rendering


Overview

Volume rendering (also known as volume ray casting) is a visualization technique for displaying image volumes as 3D objects directly - without requiring segmentation.

This is accomplished by specifying color and opacity for each voxel, based on its image intensity. Several presets are available for this mapping, for displaying bones, soft tissues, air, fat, etc. on CT and MR images. Users can fine-tune these presets for each image.



Use cases


Display a CT or MRI volume


	Load a data set (for example, use Sample Data module to load “CTChest” data set)


	Go to Data module


	Show volume rendering:


	Option A: drag-and-drop the volume in the subject hierarchy tree into a 3D view


	Option B: right-click on the eye icon, and choose “Show in 3D views as volume rendering”








To adjust volume rendering settings


	Right-click on the eye icon and choose “Volume rendering options” to switch to edit visualization options in Volume rendering module


	Choose a different preset in Display section,


	Adjust “Offset” slider to change what image intensity range is visible




[image: ]



Render different volumes in two views

Switch to a layout with multiple 3D views (for example “Dual 3D”) using the toolbar and then use one of the two options below.

Option A:


	Go to Data module and drag-and-drop each volume into the 3D view




Option B:


	Go to Volume Rendering module


	Open the “Inputs” section


	Select the first volume


	Click View list and uncheck “View2” (only “View1” should be checked)


	Click the eye icon for the volume to show up in “View1”


	Select the second volume


	Click View list and uncheck “View1” (only “View2” should be checked)


	Click the eye icon for the volume to show up in “View2”




[image: ]



Hide certain regions of the volume

It may be necessary to hide certain regions of a volume, for example remove patient table, or remove ribs that would occlude the view of the heart or lungs. If the regions cannot be hidden by adjusting the cropping box (ROI) then an arbitrarily shaped regions can be blanked out from the volume by following these steps:


	Go to the Segment Editor module


	Use Paint or Scissors effect to specify the region that will be blanked out


	Use Mask volume effect to fill the region with “empty” values. In CT volume, intensity value is typically set to -1000 (corresponding to HU of air).


	Hide the volume rendering of the original volume and set up volume rendering for the masked volume


	If adjusting the rendered region is needed, go back to Segment Editor module, modify the segmentation using Paint, Scissors, or other effects; and update the masked volume using Mask volume effect




See video demo/tutorial of these steps [https://youtu.be/xZwyW6SaoM4?t=12] for details. It is created on an older Slicer version, so some details may be different but the high-level workflow main workflow is still very similar.




Panels and their use


	Inputs: Contains the list of nodes required for VolumeRendering. It is unlikely that you need to interact with controllers.


	Volume: Select the current volume to render. Note that only one volume can be rendered at a time.


	Display: Select the current volume rendering display properties. Volume rendering display nodes contains all the information relative to volume rendering. They contain pointers to the ROI, volume property and view nodes. A new display node is automatically created if none exist for the current volume.


	ROI: Select the current ROI to optionally crop with 6 planes the volume rendering.


	Property: Select the current Volume Property. Volume properties contain the opacity, color and gradient transfer functions for each component.


	View: Select the 3D views where the volume rendering must be displayed into. If no view is selected, the volume rendering is visible in all views






	Display: Main properties for the volume rendering.


	Preset: Apply a pre-defined set of functions for the opacity, color and gradient transfer functions. The generic presets have been tuned for a combination of modalities and organs. They may need some manual tuning to fit your data.


	Shift: Move all the inner points (first and last excluded) of the current transfer functions to the right/left (lower/higher). It can be useful when a preset defines a ramp from 0 to 200 but your data requires a ramp from 1000 to 1200.


	Crop: Simple controls for the cropping box (ROI). More controls are available in the “Advanced…” section. Enable/Disable cropping of the volume. Show/Hide the cropping box. Reset the box ROI to the volume’s bounds.


	Rendering: Select a volume rendering method. A default method can be set in the application settings Volume Rendering panel.


	VTK CPU Ray Casting: Available on all computers, regardless of capabilities of graphics hardware. The volume rendering is entirely realized on the CPU, therefore it is slower than other options.


	VTK GPU Ray Casting (default): Uses graphics hardware for rendering, typically much faster than CPU volume rendering. This is the recommended method for computers that have sufficient graphics capabilities. It supports surface smoothing to remove staircase artifacts.


	VTK Multi-Volume: Uses graphics hardware for rendering. Can render multiple overlapping volumes but it has several limitations (see details in limitations section at the bottom of this page.










	Advanced: More controls to control the volume rendering. Contains 3 tabs: “Techniques”, “Volume Properties” and “ROI”


	Techniques: Advanced properties of the current volume rendering method.


	Quality:


	Adaptive: quality is reduced while interacting with the view (rotating, changing volume rendering settings, etc.). This mechanism relies on measuring the current rendering time and adjusting quality (number of casted rays, sampling distances, etc.) for the next rendering request to achieve the requested frame rate. This works very well for CPUs because the computation time is very predictable, but for GPU volume rendering fixed quality (“Normal” setting) may be more suitable.


	Interactive speed: Ensure the given frame per second (FPS) is enforced in the views during interaction. The higher the FPS, the lower the resolution of the volume rendering.






	Normal (default): fixed rendering quality, should work well for volumes that the renderer can handle without difficulties.


	Maximum: oversamples the image to achieve higher image quality, at the cost of slowing down the rendering.






	Auto-release resources: When a volume is shown using volume rendering then graphics resources are allocated (GPU memory, precomputed gradient and space leaping volumes, etc.). This flag controls if these resources are automatically released when the volume is hidden. Releasing the resources reduces memory usage, but it increases the time required to show the volume again. Default value can be set in application settings Volume Rendering panel.


	Technique:


	Composite with shading (default): display as a shaded surface


	Maximum intensity projection: display brightest voxel value encountered in each projection line


	Minimum intensity projection: display darkest voxel value encountered in each projection line






	Surface smoothing: check this checkbox to reduce staircase artifacts by adding a random noise pattern (jitter) to the raycasting lines






	Volume Properties: Advanced views of the transfer functions.


	Synchronize with Volumes module: show volume rendering with the same color mapping that is used in slice views


	Click: Apply once the properties (window/level, threshold, lut) of the Volumes module to the Volume Rendering module.


	Checkbox: By clicking on the checkbox, you can toggle the button. When toggled, any modification occurring in the Volumes module is continuously applied to the volume rendering






	Control point properties: X = scalar value, O = opacity, M = mid-point, S = sharpness


	Keyboard/mouse shortcuts:


	Left button click: Set current point or create a new point if no point is under the mouse.


	Left button move: Move the current or selected points if any.


	Right button click: Select/unselect point. Selected points can be moved at once


	Right button move: Define an area to select points:


	Middle button click : Delete point under the mouse cursor.


	Right/Left arrow keys: Change of current point


	Delete key: Delete the current point and set the next point as current


	Backspace key : Delete the current point and set the previous point as current


	ESC key: Unselect all points.






	Scalar Opacity Mapping: Opacity transfer function. Threshold mode: enabling threshold controls the transfer function using range sliders in addition to control points.


	Scalar Color Mapping: Color transfer function. This section is not displayed for color (RGB or RGBA) volumes, as no scalar to color mapping is performed in this case (but each voxel’s color is used directly).


	Gradient Opacity: Gradient opacity transfer function. This controls the opacity according to how large a density gradient next to the voxel is.


	Advanced:


	Interpolation: Linear (default for scalar volumes) or nearest neighbor (default for labelmaps) interpolation.


	Shade: Enable/Disable shading. Shading uses light and material properties. Disable it to display X-ray-like projection.


	Material: Material properties of the volume to compute shading effect.










	ROI: More controls for the cropping box.


	Display Clipping box: Show hide the bounds of the ROI box.


	Interactive mode: Control whether the cropping box is instantaneously updated when dragging the sliders or only when the mouse button is released.














Limitations


	To render multiple overlapping volumes, select “VTK Multi-Volume” rendering in “Display” section. This renderer is still experimental and has limitations such as:


	Cropping is not supported (cropping ROI is ignored)


	RGB volume rendering is not supported (volume does not appear)


	Only “Composite with shading” rendering technique is supported (volume does not appear if “Maximum Intensity Projection” or “Minimum Intensity Projection” technique is selected)






	To reduce staircase artifacts during rendering, choose enable “Surface smoothing” in Advanced/Techniques/Advanced rendering properties section, or choose “Normal” or “Maximum” as quality.


	The volume must not be under a warping (affine or non-linear) transformation. To render a warped volume, the transform must be hardened on the volume. (see related issue [https://github.com/Slicer/Slicer/issues/6648])


	If the application crashes when rotating or zooming a volume: This indicates that you get a TDR error, i.e., the operating system shuts down applications that keep the graphics card busy for too long. This happens because the size of the volume is too large for your GPU to comfortably handle. There are several ways to work around this:


	Option A: Run the code snippet in the Python console (Ctrl-3) to split the volume to smaller chunks (that way you have a better chance that the graphics card will not be unresponsive for too long) after enabling volume rendering.

threeDViewWidget = slicer.app.layoutManager().threeDWidget(0)
vrDisplayableManager = threeDViewWidget.threeDView().displayableManagerByClassName('vtkMRMLVolumeRenderingDisplayableManager')
vrMapper = vrDisplayableManager.GetVolumeMapper(getNode('skull'))
vrMapper.SetPartitions(1,1,2)







	Option B: Crop and downsample your volume using Crop volume and volume render this smaller volume.


	Option C: Increase TDR delay value in registry (see details here [https://docs.microsoft.com/en-us/windows-hardware/drivers/display/tdr-registry-keys])


	Option D: Use CPU volume rendering.


	Option E: Upgrade your computer with a stronger graphics card.










Information for developers

See examples and other developer information in Developer guide and Script repository.
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Volumes


Overview

Volumes module provides basic information about volume nodes, can convert between volume types,
and allows adjustment of display settings.

A volume node stores 3D array of elements (voxels) in a rectilinear grid. Grid axes are orthogonal to each other
and can be arbitrarily positioned and oriented in physical space. Grid spacing (size of voxel) may be different
along each axis.

Volume nodes have subtypes, based on what is stored in a voxel:


	Scalar volume: most common type of volume, voxels represent continuous quantity, such as a CT or MRI volume.


	Labelmap volume: each voxel can store a discrete value, such as an index or label; most commonly used for
storing a segmentation, each label corresponds to a segment.


	Vector volume: each voxel stores multiple scalar values, such as RGB components of a color image,
or RAS components of a displacement field.


	Tensor volume: each voxel stores a tensor, typically used for storing MRI diffusion tensor image.







	Scalar volume
	Labelmap volume
	Vector volume
	Tensor volume
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Volumes module handles a 2D image as a single-slice 3D image. 4D volumes are represented as a sequence of 3D volumes, using Sequences extension.



Use cases


Display volume

Slice views: After loading a volume, it is displayed in slice views by default. If multiple volumes are loaded, Data module can be used to choose which one is displayed. Slice view controls allow further customization of which volume is displayed in which view and how.

3D views: Volumes can be displayed in 3D views using Volume rendering module. If structures of interest cannot be distinguished from surrounding regions then it may be necessary to segment the image using Segment Editor module and click Show 3D button.



Overlay two volumes


	Load two volumes


	Go to Data module


	Left-click on the “eye” icon of one of the volumes to show it as background volume


	Right-click on “eye” icon of the other volume and choose “Show in slice views as foreground”


	Adjust transparency of the foreground volume using the vertical slider in slice view controls.
Click link button to make all changes applied to all slice views (in the same view group)






Load image file as labelmap volume

By default, a single-component image is loaded as scalar volume. To make Slicer interpret an image as labelmap volume, either of these options can be used:


	A. When the file is selected for loading, in Add data... dialog, check Show Options to see additional options, and check LabelMap checkbox in Volumes module.


	B. Before loading the file, rename it so that it contains label or seg in its name, for example: something.label.nrrd, something-label.nrrd, or something-seg.nrrd.
This makes LabelMap checked by default.


	C. Load the file as scalar volume, and then convert it to labelmap volume by clicking Convert button at the bottom of Volume information section




If the goal is to load an image as labelmap volume so that it can be converted to segmentation, then simpler options available:


	A. Choose Segmentation in Description column in Add data... window. This only works for nrrd and nifti images.


	B. Sve the volume in nrrd file format and rename it to have .seg.nrrd extension, for example: something.seg.nrrd. This makes the file loaded as Segmentation by default.






Load a series of png, jpeg, or tiff images as volume

Consider the Image Stacks [https://github.com/SlicerMorph/S_2020/blob/master/Day_1/ImageStacks/ImageStacks.md] provided by the SlicerMorph [https://slicermorph.github.io/] extension to work with large sets of high resolution images.  It allows you to automatically convert RGB to grayscale scalar volume, specify image spacing, and downsample large images.

Alternatively you can load and manipulate the data directly using functionality in the core Slicer modules:


	Choose from the menu: File / Add Data


	Click Choose File(s) to Add button and select any of the files in the sequence in the displayed dialog.
Important: do not choose multiple files or the entire parent folder, just a single file of the sequence.
All file names must start with a common prefix followed by a frame number (img001.tif, img002.tif,…).
Number of rows and columns of the image must be the same in all files.


	Check Show Options and uncheck Single File option


	Click OK to load the volume


	Go to the Volumes module


	Choose the loaded image as Active Volume


	In the Volume Information section set the correct Image Spacing and Image Origin values


	Most modules require grayscale image as input. The loaded color image can be converted to a grayscale image by using the Vector to scalar volume module




These steps are also demonstrated in this video [https://youtu.be/BcnpzYE8VO8].

Note: Consumer file formats, such as jpg, png, and tiff are not well suited for 3D medical image storage due to the following serious limitations:


	Storage is often limited to bit depth of 8 bits per channel: this causes significant data loss, especially for CT images.


	No standard way of storing essential metadata: slice spacing, image position, orientation, etc. must be guessed by
the user and provided to the software that imports the images. If the information is not entered correctly
then the images may appear distorted and measurements on the images may provide incorrect results.


	No standard way of indicating slice order: data may be easily get corrupted due to incorrectly ordered or missing frames.







Panels and their use


	Active Volume: Select the volume to display and operate on.


	Volume Information: Information about the selected volume. Some fields can be edited to correctly describe the volume, for example, when loading incompletely specified image data such as a sequence of jpeg files. Use caution however, since changing properties such as Image Spacing will impact the physical accuracy of some calculations such as Label Statistics.


	Image Dimensions: The number of pixels in “IJK” space - this is the way the data is arranged in memory. The IJK indices (displayed in the DataProbe) go from 0 to dimension-1 in each direction.


	Image Spacing: The physical distance between pixel centers when mapped to patient space expressed in millimeters.


	Image Origin: The location of the center of the 0,0,0 (IJK) pixel expressed with respect to patient space. Patient space is organized with respect to the subject’s Right, Anterior, and Superior anatomical directions. See coordinate systems page [https://www.slicer.org/w/index.php/Coordinate_systems] for more information.


	IJK to RAS Direction Matrix: The transform matrix from the IJK to RAS coordinate systems


	Center Volume: This button will apply a transform to the volume that shifts its center to the origin in patient space. Harden the transform on the volume to permanently change the image origin.


	Scan Order: Describes the image orientation (how the IJK space is oriented with respect to patient RAS.


	Number of Scalars: Most CT or MR scans have one scalar component (grayscale). Color images have three components (red, green, blue).
Tensor images have 9 components.For diffusion weighted volumes this indicates the number of baseline and gradient volumes.


	Scalars Type: Tells the computer representation of each voxel. Volume module works with all types, but most modules expect scalar volumes. Vector volumes can be converted to scalar volumes using Vector to Scalar Volume module.


	Filename: Path to the file which this volume was loaded from/saved to


	Window/Level Presets: Loaded from DICOM headers defined by scanner or by technician.


	Convert to label map / Convert to scalar volume: Convert the active volume between labelmap and scalar volume.






	Display: Set of visualization controls appropriate for the currently selected volume. Not all controls are available for all volume types.


	Presets: Predefined volume display presets that set window/level and the lookup table for common visualization requirements.


	Lookup Table: Select the color mapping for scalar volumes to colors.


	Interpolate: When checked, slice views will display linearly interpolated slices through input volumes. Unchecked indicates nearest neighbor resampling


	Window/Level Controls: Double slider with text input to define the range of input volume data that should be mapped to the display grayscale. Auto window level tries to estimate the intensity range of the foreground image data. An advanced options button can be clicked to display controls to add support for large dynamic range by giving control over the range of the window level double slider.


	Threshold: Controls the range of the image that should be considered transparent when used in the foreground layer of the slice display. Same parameters also control transparency of slice models displayed in the 3D viewers.


	Histogram: Shows the number of pixels (y axis) vs the image intensity (x axis) over a background of the current window/level and threshold mapping.






	Diffusion Weighted Volumes: The following controls show up when a DWI volume is selected


	DWI Component: Selects the baseline or diffusion gradient direction volume to display.






	Diffusion Tensor Volumes: The following controls show up when a DTI volume is selected


	Scalar Mode: Mapping from tensor to scalar.


	Slice Visibility: Allows display of graphics visualizations of tensors on one or more of the standard Red, Green, or Yellow slice views.


	Opacity: How much of the underlying image shows through the glyphs.


	Scalar Color Map: How scalar measures of tensor are mapped to color.


	Color by Scalar: Which scalar metric is used to determine the color of the glyphs.


	Scalar Range: Defines the min-max range of the scalar mapping to color. When enabled, allows a consistent color mapping independent of the full range of the currently displayed item (if not selected color range will cover min-max of the currently displayed data).


	Glyph Type: Tubes and line show direction of eigen vector of tensor (major, middle, or minimum as selected by the Glyph Eigenvector parameter). Ellipsoid shows direction and relative scale of all three eigenvectors.


	Scale Factor: Controls size of glyphs. There are no physical units for this parameter.


	Spacing: Controls the number of glyphs on the slice view.










Related modules


	Volume rendering: visualize volume in 3D views without segmentation


	Segment editor: delineate structures in the volume for analysis and 3D visualization


	Vector to scalar volume: convert vector volume to scalar volume


	Extensions:


	Image Maker: create a volume from scratch


	Image Stacks [https://github.com/SlicerMorph/Tutorials/tree/main/ImageStacks#readme] provided by the SlicerMorph [https://github.com/SlicerMorph/SlicerMorph/] extension.










Information for developers

See examples and other developer information in Developer guide and Script repository.
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Compare Volumes


Overview

The Compare Volumes module manages the layout and linking of multiple volumes for you and gives other options. It is meant for comparing registration results but is also good for looking at multiple MR contrasts.
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Use Cases

Most frequently used for these scenarios:


	Compare the results of image registration.


	Look at all series in a DICOM study


	Compare timepoints


	View the same segmentation over multiple volumes






Panels and their use

The Volumes section lists all the volumes in the scene. You can select the ones you want to see and can drag them to set the layout order.

The Orientation radio buttons lets you pick between one view or a row of three per volume.

The Common Background option lets you overlay all selected volumes in the foreground compared to a reference volume in the background (used with the Visualization Fade/Rock/Flicker modes). If you have just two volumes you can select one here and uncheck it in the Volumes section and you will get a layout with one set of views with the volumes in foreground and background.

Common Label isn’t useful as much now because Segmentations are shown over all views, but if you have a labelmap you can choose to display it.

Hot Link sets up linking mode so that pan/zoom/scroll happens as you drag vs on mouse release.

Visualization mode allows you to crossfade between foreground and background when you have common background enabled. The Rock and Flicker modes animate this action so you can look for subtle changes without needing to use the mouse. You can also pan/zoom/scroll while the animation modes are active to explore the volumes.

The + - Fit buttons control the field of view of the slice views.

Compare Checked Volumes is the button to apply the Volumes, Orientation, and Common Background/Label options in a custom layout. Note that in current Slicer it seems you sometimes need to click the Fit button after applying a new layout.

The Layer Reveal Cursor show a real-time checkerboard of the foreground and background as you move the mouse over the slice views.
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Colors


Overview

The Colors module manages color look up tables, stored in Color nodes. These tables translate between a numeric value and a color for displaying of various data types, such as volumes (to specify coloring based on voxel values), models (for displaying scalars), and markups (for displaying curve curvatures and other measurements in 3D views). The module also used for assigning colors to various displayable nodes and show color legend in viewers.
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Two lookup table types are available:


	Discrete table: List of named colors are specified (example: GenericAnatomyColors). Discrete tables can be used for continuous mapping as well, in this case the colors are used as samples at equal distance within the specified range, and smoothly interpolating between them (example: Grey).
[image: ]


	Continuous scale: Color is specified for arbitrarily chosen numerical values and color value can be computed by smoothly interpolating between these values (example: PET-DICOM). No names are specified for colors.
[image: ]






How to


Edit a color lookup table

All built-in lookup tables are read-only to ensure consistency when using these colors. To edit a lookup table:


	Go to Colors module


	Choose a built-in lookup table that is similar to the desired color mapping. For example, Labels can be used as a starting points for a discrete table, PET-DICOM can be used for creating an editable continuous scale.


	Click the yellow “copy” folder + icon next to the colors selector to create a copy.


	Specify a name for the new color lookup table and click OK.




The loaded color table will appear in the “User generated” category at the top. Click on the arrow on the category name (or click to select and hit the right-arrow key) to open it and see the color tables in that category.



Save a color lookup table

To save a modified color table to file, use the application menu: File / Save.

File format is described in the Developer guide.



Load a color lookup table

To save a modified color table to file, drag-and-drop the file to the application window (or use the application menu: File / Add Data) and click OK.

The loaded color table will appear in the “File” category at the top. Click on the arrow on the category name (or click to select and hit the right-arrow key) to open it and see the color tables in that category.



Show color legend

There are several ways of showing/hiding color legend:


	In Data module: Right-click on an eye icon in the data tree to open the visibility menu. In that menu, “Show color legend” option can be used for showing/hiding the color legend in all views. The option only appears if a color lookup table is already associated with the selected item.


	In Colors module: Color legend can be added/hidden for any displayable node at one place. Open the Color Legend section, select a displayable node (volume, model, markup). Click Create to create a color legend, and adjust visualization options.


	In Volumes, Models, Markups modules: Color Legend section can be used to show legend for the selected node.


	In slice views: Right-click on a volume to open the view context menu. In that menu, “Show color legend” option can be used to show/hide color legend for that volume in slice views.




For displaying mapping from numeric values to colors (for example, for displaying a parametric image), choose Label text -> Value. For displaying color names (for example, names of anatomical structures for a labelmap volume), choose Label text -> Color name.


Tip

For displaying color legend for segment names: Export the segments to a labelmap volume. This creates a color table, which can be displayed as a color legend.






Panels and their use


	Colors: a drop down menu from which to select from the list of loaded color nodes


	Copy Color Node button: Duplicate the current color node to edit the color entries. Necessary, because built-in color nodes are note editable.






	Discrete table


	Number of Colors: the number of colors in the currently selected table.


	Hide empty Colors: When checked, hide the unnamed color entries in the list below.


	Scalar Range: The range of scalar values that are mapped to to the full range of colors. This only changes the display range, not the values in the table. It is used if the scalar range in a model or markups node is chosen as “Color table (LUT)”


	Table of currently selected colors


	Index: the integer value giving the index of this color in the look up table, used to match it up with a scalar value in a volume voxel.


	Color: a box showing the current color. When viewing an editable table, double click on it to bring up a color picker.


	Label: the text description of the color, often an anatomical label. For some tables, the name is automatically generated from the RGBA values.


	Opacity: a value between 0 and 1 describing how opaque this color is. The background color at index 0 is usually set to 0 and other colors to 1.










	Continuous Display Panel: Inspect the color values by clicking on the circles that determine the points of the continuous function. Click elsewhere in the color display to add new points.


	Point: the index of this point.


	Color box: click on this to edit the color for this point.


	X: the numeric value that maps to this color.






	Color legend


	Displayable node: node that the color legened will ve displayed for.


	Color legend


	Create: create color legend for the selected Displayable node, using the Colors node chosen at the top.


	Use current colors: set the Colors node chosen at the top for showing the Displayable node.


	Delete: remove the Displayable node’s color legend.






	Visible: show/hide the color legend.


	View: Choose which views the color legend is allowed to be appear in. Color legend for models and markups is only displayable in the views where these nodes appear.


	Title: Title displayed at the top of the color legend. Set to the Displayable node’s name by default.


	Label text


	Value: Numeric value is displayed in labels next to the color bar. Intended for displaying continuous numeric scale.


	Color name: The color name is displayed in labels next to the color bar. Intended for displaying names of labels (segments).






	Number of labels: Number of labels to display. Only applicable if Value is used as label text.


	Number of colors: Maximum number of colors displayed. Reduce the number to see discrete colors instead of a continuous color gradient. Only applicable if Value is used as label text.


	Orientation: choose between horizontal or vertical color bar orientation.


	Position: horizontal and vertical position in the view


	Size: length of the long and short side of the legend box.


	Title properties and Label properties: controls the format of the title and label text.


	Format: label format (only for label properties). Defined using printf specifiers [https://www.cplusplus.com/reference/cstdio/printf/]. Examples:


	display with 1 fractional digit: %.1f


	display integer values: %.0f


	display with 4 significant digits: %.4g


	display string label annotation: %s






	Color: text color.


	Opacity: allows displaying the text semi-transparently.


	Font: the font used to display the title text. Arial: sans-serif font. Courier: fixed-width font. Times: serif font.


	Style: check these boxes if you wish to adjust the style of the title text font. Shadow makes the text visible over both dark and bright background.


	Size: font size of the title. Label size is auto-scaled to fit the specified size of the color legend.










Built-in color lookup tables


	Discrete


	Labels: A legacy color table that contains some anatomical mapping


	DiscreteFullRainbow.png ]] FullRainbow: A full rainbow of 256 colors, goes from red to red with all rainbow colors in between. Useful for colorful display of a label map.


	Grey: A grey scale ranging from black at 0 to white at 255. Useful for displaying MRI volumes.


	Iron: A scale from red to  yellow, 157 colors.


	Rainbow: Goes from red to purple, passing through the colors of the rainbow in between. Useful for a colorful display of a label map.


	Ocean: A lighter blue scale of 256 values, useful for showing registration results.


	Desert: Red to yellow/orange scale, 256 colous.


	InvertedGrey: A white to black scale, 256 colors, useful to highlight negative versions, or to flip intensities of signal values.


	ReverseRainbow: A colorful display option, 256 colors going from purple to red.


	fMRI: A combination of Ocean (0-22) and Desert (23-42), useful for displaying functional MRI volumes (highlights activation).


	fMRIPA: A small fMRI positive activation scale going from red to yellow from 0-19, useful for displaying functional MRI volumes when don’t need the blue of the fMRI scale.


	Random: A random selection of 256 rgb colors, useful to distinguish between a small number of labeled regions (especially outside of the brain).


	Red: A red scale of 256 values. Useful for layering with Cyan.


	Green: A green scale of 256 values, useful for layering with Magenta.


	Blue: A blue scale of 256 values from black to pure blue, useful for layering with Yellow.


	Yellow: A yellow scale of 256 values, from black to pure yellow, useful for layering with blue (it’s complementary, layering yields gray).


	Cyan: A cyan ramp of 256 values, from black to cyan, complementary ramp to red, layering yields gray.


	Magenta: A magenta scale of 256 colors from black to magenta, complementary ramp to green, layering yields gray.


	Warm1: A scale from yellow to red, of 256 colors, ramp of warm colors that’s complementary to Cool1.


	Warm2: A scale from green to yellow, 256 colors, ramp of warm colors that’s complementary to Cool2.


	Warm3: A scale from cyan to green, 256 colors, ramp of warm colors that’s complementary to Cool3.


	Cool1: A scale from blue to cyan, 256 colors, ramp of cool colors that’s complementary to Warm1.


	Cool2: A scale from magenta to blue, 256 colous, ramp of cool colors that’s complementary to Warm2.


	Cool3: A scale from red to magenta, ramp of cool colors that’s complementary to Warm3.


	RandomIntegers: A random scale with 1000 entries.


	GenericAnatomyColors: a list of whole body anatomy labels and useful colors for them, the default for the Editor module creating new label map volumes


	Generic Colors: a list of colors with the names being the same as the integer value for each entry






	Shade:


	WarmShade1: A scale from black to red, of 256 colors, ramp of warm colors with variation in value that’s complementary to CoolShade1.


	WarmShade2: A scale from black to yellow, through green, of 256 colors, ramp of warm colors with variation in value that’s complementary to CoolShade2.


	WarmShade3: A scale from black to green, of 256 colors, ramp of warm colors with variation in value that’s complementary to CoolShade3.


	CoolShade1: A scale from black to cyan, 256 colors, ramp of cool colors with variation in value that is complementary to WarmShade1.


	CoolShade2: A scale from black to blue through purple, 256 colors, ramp of cool colors with variation in value that is complementary to WarmShade2.


	CoolShade3: A scale from black to magenta, 256 colors, ramp of cool colors with variation in value that is complementary to WarmShade3.






	Tint:


	WarmTint1: A scale from white to red, 256 colors, ramp of warm colors with variation in saturation that’s complementary to CoolTint1.


	WarmTint2: A scale from white to yellow, 256 colors, ramp of warm colors with variation in saturation that’s complementary to CoolTint2.


	WarmTint3: A scale from white to green, 256 colors, ramp of warm colors with variation in saturation that’s complementary to CoolTint3.


	CoolTint1: A scale from white to cyan, 256 colors, ramp of cool colors with variations in saturation that’s complementary to WarmTint1.


	CoolTint2: A scale from white to blue, 256 colors, ramp of cool colors with variations in saturation that’s complementary to WarmTint2.


	CoolTint3: A scale from white to magenta, 256 colors, ramp of cool colors with variations in saturation that’s complementary to WarmTint3.






	Continuous


	RedGreenBlue: A scale defined from -6.0 to 6.0 that maps to a rainbow from red to blue through green.






	FreeSurfer


	Heat: The Heat FreeSurfer color table, shows hot spots with high activation


	BlueRed: A FreeSurfer color scale, 256 colors, from blue to red


	RedBlue: A FreeSurfer color scale, 256 colors, from red to blue


	RedGreen: A FreeSurfer color scale, 256 colors, from red to green, used to highlight sulcal curvature


	GreenRed: A FreeSurfer color scale, 256 colors, from green to red, used to highlight sulcal curvature


	FreeSurferLabels: A color table read in from a text file, each line of the format: IntegerLabel  Name  R  G  B  Alpha






	PET


	PET-Heat: Useful for displaying colorized PET data.


	PET-Rainbow: Useful for displaying colorized PET data.


	PET-MaximumIntensityProjection: Useful for displaying inverse grey PET data.


	PET-Rainbow2: rainbow color table from the FIJI PET-CT plugin.


	PET-DICOM: DICOM standard color lookup table [https://dicom.nema.org/medical/Dicom/2017d/output/chtml/part06/chapter_B.html] PET.


	PET-HotMetalBlue:  DICOM standard color lookup table [https://dicom.nema.org/medical/Dicom/2017d/output/chtml/part06/chapter_B.html] Hot Metal Blue.






	Cartilage MRI


	dGEMRIC-1.5T: Useful for displaying 1.5 tesla delayed gadolinium-enhanced MRI of cartilage


	dGEMRIC-3T: Useful for displaying 3 Tesla delayed gadolinium-enhanced MRI of cartilage






	Default Labels from File: a list of color nodes loaded from files, from the default Slicer color directory.


	ColdToHotRainbow: a shifted rainbow that runs from blue to red, useful when needing to display a volume for which larger values are hotter.


	HotToColdRainbow: a shifted rainbow that runs from red to blue, useful when needing to display a volume for which larger values are colder.


	PelvisColor: useful for displaying segmented pelvic MRI volumes.


	Slicer3_2010_Brain_Labels: a brain segmentation table with 16 labels defined.


	64Color-Nonsemantic: A color table with no semantic labels, pure color information.


	MediumChartColors: A Stephen Few palette. Similar to the Dark Bright color but in the medium range of intensity. May be a better choice for bar charts.


	DarkBrightChartColors: Palette designed by Stephen Few in “Practical Rules for Using Colors in Charts”. Similar to the Maureen Stone palette. Stephen Few recommends this palette for highlighting data. This palette is useful when display small points or thin lines. Again, this palette is good for categorical data.


	Slicer3_2010_LabelColors: a table with 16 labels defined.


	AbdomenColors: useful for displaying segmented abdominal MRI volumes


	SPL-BrainAtlas-ColorFile: useful for displaying segmented brain MRI volumes


	SPL-BrainAtlas-2012-ColorFile: an updated brain segmentation color node


	LightPaleChartColors: A light pale palette from Stephen Few, useful for charts.


	SPL-BrainAtlas-2009-ColorFile: an updated brain segmentation color node






	File: If you load a color file from File -> Add Data, it will appear here.


	User Generated: A user defined color table, use the editor to specify it. Copies of other color tables get displayed in this category. If you create a new color node, it will appear here.






Information for developers

See examples and other developer information in Developer guide.
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Plots


Overview

This module can display interactive line and bar plots in the view layout. A plot chart can display one or more plot series. The plot series specifies the plot type (line, bar, scatter, scatter bar), data source (table and column for x and y data), and appearance (lines style, marker style, etc.).
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Features:


	Multiple plots types (Line, Bar, Scatter, Scatter bar), shown in standard view layouts.


	Configurable chart and axis title, legend, grid lines.


	Use indexes (0, 1, 2, …) or a table column for X axis values.


	Multiple plot series can be added to a single plot chart (even showing data from different tables, with different types - plot, bar), and the same series can be added to multiple charts. The same plot chart can be shown in any plot views (even simultaneously).


	Label can be assigned to each data point (shown in tooltip when hovering over a data point).


	Interactive editing of data points by drag-and-drop (data in referenced table nodes is updated).


	Interactive selection of data points (rectangular or free-hand selection).


	Plot data and display properties are stored in the MRML scene.


	Plot view can be embedded into module user interfaces. Plot views can emit signals back to the application as the user interacts with a plot, which allows modules to perform additional processing on the selected data points.






How to


Plot values in a table


	Go to Tables module


	Select or create a new table


	Select at least one column with a numeric Data type.


	Open Column properties section below the table to see data type of the selected column.


	If data type is not numeric (double, float, int, …) already then choose double for floating-point values (or int for integer values), and then click Convert.






	Click the Generate an interactive plot... button above the table to create and display a plot from the selected column(s).




If multiple columns are selected then the first numeric column will be used as x axis and others will be used as y axes (each pair will create a new series).

Multiple columns can be selected by holding down Shift or Ctrl key while clicking in the table. if at least one cell is selected in a column then the column is considered as selected.




Keyboard shortcuts and mouse gestures

The following keyboard shortcuts are active when a plot view has the focus (after clicked in a plot view).




	Key
	Operation





	s
	switch interaction mode (pan/select points/.../move points)



	r
	reset view to show all data series



	u
	unselect the points selection





Mouse gestures:


	Left mouse button: depends on interaction mode of the view


	Pan view: pan view


	Select points: select points using rectangular selection


	Freehand select points: select points using free-form selection


	Move points: move data points by drag-and-drop; this changes values in the referenced table node






	Middle mouse button: pan view (except in pan view mode; in that case it zooms to selected rectangular region)


	Right mouse button: zoom in/out along X and Y axes






Panels and their use

Plots module user interface has two sections, one for editing properties of charts and another for editing properties of plots.


Chart section

Choose one or more plot series in Plot data series and then adjust display settings.
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Series section

[image: ]


	Plot type:


	line or bar: displays a single numeric table column as Y values.


	scatter and scatter bar: displays two numeric table columns, one is used as X values, the other as Y values.






	Labels column: a string column can be chosen to be used as labels on values, which are displayed when the mouse hovers over point in the plot.


	Logarithmic scale: this feature is not tested thoroughly, need to be used with caution.







Information for developers

See examples and other developer information in Developer guide and Script repository.



Related modules

This module replaced the Charts module, which was a very limited module for plotting DoubleArray nodes.
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Sample Data


Overview

This module provides data sets that can be used for testing 3D Slicer. Data sets are downloaded via network connection and recently used data sets are cached for faster access.



Panels and their use

BuiltIn category contains typical clinical images. Development category contains special data sets that developers can use for testing.

Extensions can add more data sets in additional custom categories.
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Tables


Overview

The Tables module allows displaying and editing of spreadsheets.



Panels and their use


	Input:


	Active table: Select the table node to edit/view.


	Lock button: Allows locking the table node to read-only. Only applies to the user interface. The node can eb still modified programmatically.






	Edit:


	Copy button: Copy contents of selected cells to clipboard.


	Paste button: Paste contents of clipboard at the current position. Data that does not fit into the table is ignored.


	Add column button: Add an empty column at the end of the table.


	Delete column button: Delete all selected columns. If any cell is selected in a column the entire column will be removed.


	Lock first column button: Use the first column as row header. Header cannot be edited and is not copied to clipboard but still saved to file.


	Add row button: Add an empty row at the end of the table.


	Delete row button: Delete all selected rows. If any cell is selected in a row the entire row will be removed.


	Lock first row button: Use the first row as column header. Header cannot be edited and is not copied to clipboard but still saved to file.
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Terminologies


Overview

The Terminologies module provides a coding system for specifying anatomy, clinical findings, or other clinical terms. For example, the coding system can be used to specify what anatomical parts are stored in a segmentation node. Using standard codes reduces the chance of data-entry errors and improves interoperability. The coding system in Slicer is compatible with coding used in DICOM information objects and allows storing SNOMED-CT (Systematized Nomenclature of Human and Veterinary Medicine - Clinical Terms) or any other terminologies.

The module can store multiple lists of terminology items, such a list is called a context. Terminologies module comes with two contexts for segmentations (Segmentation category and type - DICOM master list / 3D Slicer General Anatomy list) and one for specifying anatomy (Anatomic codes - DICOM master list). The 3D Slicer General Anatomy list is a subset of the DICOM master list, with terms that are associated with the labels in Slicer’s GenericAnatomyColors color table. Custom contexts can also be defined. The contexts were created as part of the QIICR [https://github.com/QIICR] project, in the dcmqi [https://github.com/QIICR/dcmqi] toolkit.

Each item in the segmentation context specifies category (such as “Tissue”, “Physical Object”, “Body Substance”, …), type (such as “Artery”, “Bone”, “Amygdala”, …), an optional modifier (such as “left” and “right”), recommended display color, and for some items anatomical region can be specified as well. Anatomical region is defined by choosing an item from the anatomical context.

Each item in the anatomical context specifies the anatomical region (such as “Anterior Tibial Artery”, “Bladder”, …) and an optional modifier (such as “left” and “right”). Note that in the user interface and programming interface “anatomic” word may be used as a synonym of “anatomical” - in the future these will be all consistently changed to “anatomical” (#5689 [https://github.com/Slicer/Slicer/issues/5689]).

The terminology module can display user interface (called terminology navigator) for choosing a segmentation terminology item. This navigator appears when selecting the “color” of certain types of data nodes (such as models and markups) in the Data module, or when selecting the “color” for a segment in Segment Editor.



Use cases

Define category, type, modifier and anatomical region of a data object, such as model node or markup node, or a segment in a segmentation node, so that it can be identified unambiguously. The associated standardized codes are also saved into DICOM files when the segmentation is saved as a DICOM Segmentation information object.



Panels and their use

The terminology navigator dialog is displayed when double-clicking the color selector box in data trees and lists where the color of the objects is shown in a column as a color swatch. Such selectors are there for data nodes in the Data, Models, Markups modules, and for the segments within segmentation nodes in the Segmentations and Segment Editor modules.

After double-clicking, the basic selector window opens:

[image: ]

It shows the item types in all categories in a searchable list. Custom name and color can be assigned while keeping the selected terminology entry.

Opening up the panes on the left and right, additional options become visible:

[image: ]


	Left pane


	Allows selection of a subset of categories (all categories selected by default).


	On the top, the terminology context can be changed, as well as new ones loaded from .json files.






	Right pane


	Anatomical region can be selected for items that can be located in multiple parts of the body, such as “Blood clot”, “Mass”, or “Cyst”.










How to


	Find items: Start typing the name of the category/type/region in the search box above the column.


	Load new terminology/anatomical context: click the Load button next to the context drop-down and select JSON from local storage.


	Create custom terminology/anatomical context: Start from an existing JSON file, such as the DICOM master list for terminologies [https://github.com/Slicer/Slicer/blob/main/Modules/Loadable/Terminologies/Resources/SegmentationCategoryTypeModifier-DICOM-Master.json] or anatomical contexts [https://github.com/Slicer/Slicer/blob/main/Modules/Loadable/Terminologies/Resources/AnatomicRegionAndModifier-DICOM-Master.json]. Remove the entries you do not need. Validate the JSON file with the validator online tool [https://qiicr.org/dcmqi/#/validators].
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Texts


Overview

A module to create, edit and manage text data in the scene, such as short strings or text files (txt, xml, json).



Panels and their use


	Contents: Text can be viewed and edited in this section.


	Advanced


	Auto-save edits to the text node: If enabled then content in the scene is immediately updated on each keypress. If disabled then Edit button must be pressed to enable editing the text and clicking Save or Cancel button finishes editing.


	Enable word wrapping: Switch between wrapping long lines / displaying a horizontal scrollbar.
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DataProbe


Overview

The DataProbe module shows information about what is visible at the current mouse pointer position,
and displays corner annotation (patient name, id, series date, description, etc.) in slice views.



Panels and their use


	Enable slice view annotations: Enable showing corner annotations in slice views.


	Active corners: What information is displayed in corner annotations.


	Annotation display level: Controls the amount of details displayed in corner annotations.


	Background DICOM annotations persistence: Enables displaying DICOM metadata if showing non-DICOM foreground image DICOM background image.
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General Registration (BRAINS)


Overview

Register a three-dimensional volume to a reference volume (Mattes Mutual Information by default). Method described in BRAINSFit: Mutual Information Registrations of Whole-Brain 3D Images, Using the Insight Toolkit, Johnson H.J., Harris G., Williams K., The Insight Journal, 2007. https://hdl.handle.net/1926/1291



Panels and their use


Input Images:


	Fixed Image Volume (fixedVolume): Input fixed image (the moving image will be transformed into this image space).


	Moving Image Volume (movingVolume): Input moving image (this image will be transformed into the fixed image space).


	Percentage Of Samples (samplingPercentage): Fraction of voxels of the fixed image that will be used for registration. The number has to be larger than zero and less or equal to one. Higher values increase the computation time but may give more accurate results. You can also limit the sampling focus with ROI masks and ROIAUTO mask generation. The default is 0.002 (use approximately 0.2% of voxels, resulting in 100000 samples in a 512x512x192 volume) to provide a very fast registration in most cases. Typical values range from 0.01 (1%) for low detail images to 0.2 (20%) for high detail images.


	B-Spline Grid Size (splineGridSize): Number of BSpline grid subdivisions along each axis of the fixed image, centered on the image space. Values must be 3 or higher for the BSpline to be correctly computed.






Output Settings (At least one output must be specified):


	Slicer Linear Transform (linearTransform): (optional) Output estimated transform - in case the computed transform is not BSpline. NOTE: You must set at least one output object (transform and/or output volume).


	Slicer BSpline Transform (bsplineTransform): (optional) Output estimated transform - in case the computed transform is BSpline. NOTE: You must set at least one output object (transform and/or output volume).


	Output Image Volume (outputVolume): (optional) Output image: the moving image warped to the fixed image space. NOTE: You must set at least one output object (transform and/or output volume).






Transform Initialization Settings: Options for initializing transform parameters.


	Initialization transform (initialTransform): Transform to be applied to the moving image to initialize the registration.  This can only be used if Initialize Transform Mode is Off.


	Initialize Transform Mode (initializeTransformMode): Determine how to initialize the transform center.  useMomentsAlign assumes that the center of mass of the images represent similar structures.  useCenterOfHeadAlign attempts to use the top of head and shape of neck to drive a center of mass estimate. useGeometryAlign on assumes that the center of the voxel lattice of the images represent similar structures.  Off assumes that the physical space of the images are close.  This flag is mutually exclusive with the Initialization transform.






Registration Phases (Check one or more, executed in order listed): Each of the registration phases will be used to initialize the next phase


	Rigid (6 DOF) (useRigid): Perform a rigid registration as part of the sequential registration steps.  This family of options overrides the use of transformType if any of them are set.


	Rigid+Scale(7 DOF) (useScaleVersor3D): Perform a ScaleVersor3D registration as part of the sequential registration steps.  This family of options overrides the use of transformType if any of them are set.


	Rigid+Scale+Skew(10 DOF) (useScaleSkewVersor3D): Perform a ScaleSkewVersor3D registration as part of the sequential registration steps.  This family of options overrides the use of transformType if any of them are set.


	Affine(12 DOF) (useAffine): Perform an Affine registration as part of the sequential registration steps.  This family of options overrides the use of transformType if any of them are set.


	BSpline (>27 DOF) (useBSpline): Perform a BSpline registration as part of the sequential registration steps.  This family of options overrides the use of transformType if any of them are set.


	SyN (useSyN): Perform a SyN registration as part of the sequential registration steps.  This family of options overrides the use of transformType if any of them are set.


	Composite (many DOF) (useComposite): Perform a Composite registration as part of the sequential registration steps.  This family of options overrides the use of transformType if any of them are set.






Image Mask and Pre-Processing:


	Masking Option (maskProcessingMode): Specifies a mask to only consider a certain image region for the registration.  If ROIAUTO is chosen, then the mask is computed using Otsu thresholding and hole filling. If ROI is chosen then the mask has to be specified as in input.


	(ROI) Masking input fixed (fixedBinaryVolume): Fixed Image binary mask volume, required if Masking Option is ROI. Image areas where the mask volume has zero value are ignored during the registration.


	(ROI) Masking input moving (movingBinaryVolume): Moving Image binary mask volume, required if Masking Option is ROI. Image areas where the mask volume has zero value are ignored during the registration.


	(ROIAUTO) Output fixed mask (outputFixedVolumeROI): ROI that is automatically computed from the fixed image. Only available if Masking Option is ROIAUTO. Image areas where the mask volume has zero value are ignored during the registration.


	(ROIAUTO) Output moving mask (outputMovingVolumeROI): ROI that is automatically computed from the moving image. Only available if Masking Option is ROIAUTO. Image areas where the mask volume has zero value are ignored during the registration.


	Define BSpline grid over the ROI bounding box (useROIBSpline): If enabled then the bounding box of the input ROIs defines the BSpline grid support region. Otherwise the BSpline grid support region is the whole fixed image.


	Histogram Match (histogramMatch): Apply histogram matching operation for the input images to make them more similar.  This is suitable for images of the same modality that may have different brightness or contrast, but the same overall intensity profile. Do NOT use if registering images from different modalities.


	Median Filter Size (medianFilterSize): Apply median filtering to reduce noise in the input volumes. The 3 values specify the radius for the optional MedianImageFilter preprocessing in all 3 directions (in voxels).


	Remove Intensity Outliers value at one tail (removeIntensityOutliers): Remove very high and very low intensity voxels from the input volumes. The parameter specifies the half percentage to decide outliers of image intensities. The default value is zero, which means no outlier removal. If the value of 0.005 is given, the 0.005% of both tails will be thrown away, so 0.01% of intensities in total would be ignored in the statistic calculation.






Advanced Output Settings:


	Fixed Image Volume 2 (fixedVolume2): Input fixed image that will be used for multimodal registration. (the moving image will be transformed into this image space).


	Moving Image Volume2 (movingVolume2): Input moving image that will be used for multimodal registration(this image will be transformed into the fixed image space).


	Output Image Pixel Type (outputVolumePixelType): Data type for representing a voxel of the Output Volume.


	Background Fill Value (backgroundFillValue): This value will be used for filling those areas of the output image that have no corresponding voxels in the input moving image.


	Scale Output Values (scaleOutputValues): If true, and the voxel values do not fit within the minimum and maximum values of the desired outputVolumePixelType, then linearly scale the min/max output image voxel values to fit within the min/max range of the outputVolumePixelType.


	Interpolation Mode (interpolationMode): Type of interpolation to be used when applying transform to moving volume.  Options are Linear, NearestNeighbor, BSpline, WindowedSinc, Hamming, Cosine, Welch, Lanczos, or ResampleInPlace.  The ResampleInPlace option will create an image with the same discrete voxel values and will adjust the origin and direction of the physical space interpretation.






Advanced Optimization Settings:


	Max Iterations (numberOfIterations): The maximum number of iterations to try before stopping the optimization. When using a lower value (500-1000) then the registration is forced to terminate earlier but there is a higher risk of stopping before an optimal solution is reached.


	Maximum Step Length (maximumStepLength): Starting step length of the optimizer. In general, higher values allow for recovering larger initial misalignments but there is an increased chance that the registration will not converge.


	Minimum Step Length (minimumStepLength): Each step in the optimization takes steps at least this big.  When none are possible, registration is complete. Smaller values allows the optimizer to make smaller adjustments, but the registration time may increase.


	Relaxation Factor (relaxationFactor): Specifies how quickly the optimization step length is decreased during registration. The value must be larger than 0 and smaller than 1. Larger values result in slower step size decrease, which allow for recovering larger initial misalignments but it increases the registration time and the chance that the registration will not converge.


	Transform Scale (translationScale): How much to scale up changes in position (in mm) compared to unit rotational changes (in radians) – decrease this to allow for more rotation in the search pattern.


	Reproportion Scale (reproportionScale): ScaleVersor3D ‘Scale’ compensation factor.  Increase this to allow for more rescaling in a ScaleVersor3D or ScaleSkewVersor3D search pattern.  1.0 works well with a translationScale of 1000.0


	Skew Scale (skewScale): ScaleSkewVersor3D Skew compensation factor.  Increase this to allow for more skew in a ScaleSkewVersor3D search pattern.  1.0 works well with a translationScale of 1000.0


	Maximum B-Spline Displacement (maxBSplineDisplacement): Maximum allowed displacements in image physical coordinates (mm) for BSpline control grid along each axis.  A value of 0.0 indicates that the problem should be unbounded.  NOTE:  This only constrains the BSpline portion, and does not limit the displacement from the associated bulk transform.  This can lead to a substantial reduction in computation time in the BSpline optimizer.






Expert-only Parameters:


	Fixed Image Time Index (fixedVolumeTimeIndex): The index in the time series for the 3D fixed image to fit. Only allowed if the fixed input volume is 4-dimensional.


	Moving Image Time Index (movingVolumeTimeIndex): The index in the time series for the 3D moving image to fit. Only allowed if the moving input volume is 4-dimensional


	Histogram bin count (numberOfHistogramBins): The number of histogram levels used for mutual information metric estimation.


	Histogram match point count (numberOfMatchPoints): Number of histogram match points used for mutual information metric estimation.


	Cost Metric (costMetric): The cost metric to be used during fitting. Defaults to MMI. Options are MMI (Mattes Mutual Information), MSE (Mean Square Error), NC (Normalized Correlation), MC (Match Cardinality for binary images)


	Inferior Cut Off From Center (maskInferiorCutOffFromCenter): If Initialize Transform Mode is set to useCenterOfHeadAlign or Masking Option is ROIAUTO then this value defines the how much is cut of from the inferior part of the image. The cut-off distance is specified in millimeters, relative to the image center. If the value is 1000 or larger then no cut-off performed.


	ROIAuto Dilate Size (ROIAutoDilateSize): This flag is only relevant when using ROIAUTO mode for initializing masks.  It defines the final dilation size to capture a bit of background outside the tissue region.  A setting of 10mm has been shown to help regularize a BSpline registration type so that there is some background constraints to match the edges of the head better.


	ROIAuto Closing Size (ROIAutoClosingSize): This flag is only relevant when using ROIAUTO mode for initializing masks.  It defines the hole closing size in mm.  It is rounded up to the nearest whole pixel size in each direction. The default is to use a closing size of 9mm.  For mouse data this value may need to be reset to 0.9 or smaller.


	Number Of Samples (numberOfSamples): The number of voxels sampled for mutual information computation.  Increase this for higher accuracy, at the cost of longer computation time.\nNOTE that it is suggested to use samplingPercentage instead of this option. However, if set to non-zero, numberOfSamples overwrites the samplingPercentage option.


	Stripped Output Transform (strippedOutputTransform): Rigid component of the estimated affine transform. Can be used to rigidly register the moving image to the fixed image. NOTE:  This value is overridden if either bsplineTransform or linearTransform is set.


	Transform Type (transformType): Specifies a list of registration types to be used.  The valid types are, Rigid, ScaleVersor3D, ScaleSkewVersor3D, Affine, BSpline and SyN.  Specifying more than one in a comma separated list will initialize the next stage with the previous results. If registrationClass flag is used, it overrides this parameter setting.


	Output Transform (outputTransform): (optional) Filename to which save the (optional) estimated transform. NOTE: You must select either the outputTransform or the outputVolume option.


	Pass warped moving image to BSpline registration filter (initializeRegistrationByCurrentGenericTransform): If this flag is ON, the current generic composite transform, resulted from the linear registration stages, is set to initialize the follow nonlinear registration process. However, by the default behavior, the moving image is first warped based on the existent transform before it is passed to the BSpline registration filter. It is done to speed up the BSpline registration by reducing the computations of composite transform Jacobian.


	writes the output registration transforms in single precision (writeOutputTransformInFloat): By default, the output registration transforms (either the output composite transform or each transform component) are written to the disk in double precision. If this flag is ON, the output transforms will be written in single (float) precision. It is especially important if the output transform is a displacement field transform, or it is a composite transform that includes several displacement fields.






Debugging Parameters:


	Failure Exit Code (failureExitCode): If the fit fails, exit with this status code.  (It can be used to force a successfult exit status of (0) if the registration fails due to reaching the maximum number of iterations.


	Write Transform On Failure (writeTransformOnFailure): Flag to save the final transform even if the numberOfIterations are reached without convergence. (Intended for use when –failureExitCode 0 )


	Number Of Threads (numberOfThreads): Explicitly specify the maximum number of threads to use. (default is auto-detected)


	Debug option (debugLevel): Display debug messages, and produce debug intermediate results.  0=OFF, 1=Minimal, 10=Maximum debugging.


	Set Sampling Strategy (metricSamplingStrategy): It defines the method that registration filter uses to sample the input fixed image. Only Random is supported for now.


	Log File Report (logFileReport): A file to write out final information report in CSV file: MetricName,MetricValue,FixedImageName,FixedMaskName,MovingImageName,MovingMaskName
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Use cases

Most frequently used for these scenarios and recommended registration settings.


Same Subject: Longitudinal

For this case we’re registering a baseline T1 scan with a follow-up T1 scan on the same subject a year later.

First, set the fixed and moving volumes:

--fixedVolume test.nii.gz \
--movingVolume test2.nii.gz \





Next, set the output transform and volume:

--outputVolume testT1LongRegFixed.nii.gz \
--outputTransform longToBase.xform \





Since the input scans are of the same subject we can assume very little has changed in the last year, so we’ll use a Rigid registration.

--transformType Rigid \






Note

If the registration is poor or there are reasons to expect anatomical changes (tumor growth, rapid disease progression, etc.) additional transforms may be needed.  In that case they can be added in a comma separated list, such as “Rigid,ScaleVersor3D,ScaleSkewVersor3D,Affine,BSpline”. Available methods are:


	Rigid


	ScaleVersor3D


	ScaleSkewVersor3D


	Affine


	BSpline






Example: multiple registration methods

--transformType Rigid,ScaleVersor3D,ScaleSkewVersor3D,Affine,BSpline \





The scans are the same modality so we’ll use –histogramMatch to match the intensity profiles as this tends to help the registration.  If there are lesions or tumors that vary between images this may not be a good idea, since it will make it harder to detect differences between the images.

--histogramMatch \





To start with the best possible initial alignment we use –initializeTransformMode. The available transform modes are:


	useCenterOfHeadAlign


	useCenterOfROIAlign


	useMomentsAlign


	useGeometryAlign




We’re working with human heads so we pick useCenterOfHeadAlign, which detects the center of head even with varying amounts of neck or shoulders present.

--initializeTransformMode useCenterOfHeadAlign \





ROI masks normally improve registration but we haven’t generated any so we turn on –maskProcessingMode ROIAUTO (other options are NOMASK and ROI).

--maskProcessingMode ROIAUTO \





The registration generally performs better if we include some background in the mask to make the tissue boundary very clear.  The parameter that expands the mask outside the brain is ROIAutoDilateSize (under “Registration Debugging Parameters” if using the GUI).  These values are in millimeters and a good starting value is 3.

--ROIAutoDilateSize 3 \





Lastly, we set the interpolation mode to be Linear, which is a decent tradeoff between quality and speed.  If the best possible interpolation is needed regardless of processing time, select WindowedSync instead.

--interpolationMode Linear





The full command is:

BRAINSFit --fixedVolume test.nii.gz \
    --movingVolume test2.nii.gz \
    --outputVolume testT1LongRegFixed.nii.gz \
    --outputTransform longToBase.xform \
    --transformType Rigid \
    --histogramMatch \
    --initializeTransformMode useCenterOfHeadAlign \
    --maskProcessingMode ROIAUTO \
    --ROIAutoDilateSize 3 \
    --interpolationMode Linear







Same Subject: MultiModal

For this use case we’re registering a T1 scan with a T2 scan collected in the same session.  The two images are again available on the Midas site [http://midas.kitware.com/item/view/483] as test.nii.gz and standard.nii.gz

First we set the fixed and moving volumes as well as the output transform and output volume names.

--fixedVolume test.nii.gz \
--movingVolume standard.nii.gz \
--outputVolume testT2RegT1.nii.gz \
--outputTransform T2ToT1.xform \





Since these are the same subject, same session we’ll use a Rigid registration.

--transformType Rigid \





The scans are different modalities so we absolutely DO NOT want to use –histogramMatch to match the intensity profiles! This would try to map T2 intensities into T1 intensities resulting in an image that is neither, and hence useless.

To start with the best possible initial alignment we use –initializeTransformMode. We’re working with human heads so we pick useCenterOfHeadAlign, which detects the center of head even with varying amounts of neck or shoulders present.

--initializeTransformMode useCenterOfHeadAlign \





ROI masks normally improve registration but we haven’t generated any so we turn on –maskProcessingMode ROIAUTO (other options are NOMASK and ROI).

--maskProcessingMode ROIAUTO \





The registration generally performs better if we include some background in the mask to make the tissue boundary very clear.  The parameter that expands the mask outside the brain is ROIAutoDilateSize (under “Registration Debugging Parameters” if using the GUI).  These values are in millimeters and a good starting value is 3.

--ROIAutoDilateSize 3 \





Lastly, we set the interpolation mode to be Linear, which is a decent tradeoff between quality and speed.  If the best possible interpolation is needed regardless of processing time, select WindowedSync instead.

--interpolationMode Linear





The full command is:

BRAINSFit --fixedVolume test.nii.gz \
    --movingVolume standard.nii.gz \
    --outputVolume testT2RegT1.nii.gz \
    --outputTransform T2ToT1.xform \
    --transformType Rigid \
    --initializeTransformMode useCenterOfHeadAlign \
    --maskProcessingMode ROIAUTO \
    --ROIAutoDilateSize 3 \
    --interpolationMode Linear







Mouse Registration

Here we’ll register brains from two different mice together.  The fixed and moving mouse brains used in this example are available on the Midas site [http://midas.kitware.com/item/view/483] as mouseFixed.nii.gz and mouseMoving.nii.gz.

First we set the fixed and moving volumes as well as the output transform and output volume names.

--fixedVolume mouseFixed.nii.gz \
--movingVolume mouseMoving.nii.gz \
--outputVolume movingRegFixed.nii.gz \
--outputTransform movingToFixed.xform \





Since the subjects are different we are going to use transforms all the way through BSpline.


Note

Building up transforms one type at a time can’t hurt and might help, so we’re including all transforms from Rigid through BSpline in the transformType parameter.



--transformType Rigid,ScaleVersor3D,ScaleSkewVersor3D,Affine,BSpline \





The scans are the same modality so we’ll use –histogramMatch.

--histogramMatch \





To start with the best possible initial alignment we use –initializeTransformMode but we aren’t working with human heads this time, so we can’t pick useCenterOfHeadAlign! Instead we pick useMomentsAlign which does a reasonable job of selecting the centers of mass.

--initializeTransformMode useMomentsAlign \





ROI masks normally improve registration but we haven’t generated any so we turn on –maskProcessingMode ROIAUTO.

--maskProcessingMode ROIAUTO \





Since the mouse brains are much smaller than human brains there are a few advanced parameters we’ll need to tweak, ROIAutoClosingSize and ROIAutoDilateSize (both under Registration Debugging Parameters if using the GUI).  These values are in millimeters and a good starting value for mice is 0.9.

--ROIAutoClosingSize 0.9 \
--ROIAutoDilateSize 0.9 \





Lastly, we set the interpolation mode to be Linear, which is a decent tradeoff between quality and speed.  If the best possible interpolation is needed regardless of processing time, select WindowedSync instead.

--interpolationMode Linear





The full command is:

BRAINSFit --fixedVolume mouseFixed.nii.gz \
    --movingVolume mouseMoving.nii.gz \
    --outputVolume movingRegFixed.nii.gz \
    --outputTransform movingToFixed.xform \
    --transformType Rigid,ScaleVersor3D,ScaleSkewVersor3D,Affine,BSpline \
    --histogramMatch \
    --initializeTransformMode useMomentsAlign \
    --maskProcessingMode ROIAUTO \
    --ROIAutoClosingSize 0.9 \
    --ROIAutoDilateSize 0.9 \
    --interpolationMode Linear








References


	BRAINSFit: Mutual Information Registrations of Whole-Brain 3D Images [https://hdl.handle.net/1926/1291], Using the Insight Toolkit, Johnson H.J., Harris G., Williams K., The Insight Journal, 2007.


	Source code on github [https://github.com/BRAINSia/BRAINSTools/tree/main/BRAINSFit]
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Resample Image (BRAINS)


Overview

This program collects together three common image processing tasks that all involve resampling an image volume: Resampling to a new resolution and spacing, applying a transformation (using an ITK transform IO mechanisms) and Warping (using a vector image deformation field).







Use cases

Most frequently used for these scenarios:


	Change an image’s resolution and spacing.


	Apply a transformation to an image (using an ITK transform IO mechanisms)


	Warping an image (using a vector image deformation field).






Interpolation types


	NearestNeighbor: The value of the nearest voxel is copied into the new voxel


	Linear: The average of the voxels in the input image occupying the new voxel volume is used


	ResampleInPlace: Detailed information can be found here [https://github.com/BRAINSia/BRAINSTools/blob/main/BRAINSCommonLib/itkResampleInPlaceImageFilter.h].


	BSpline: Detailed information can be found here [https://github.com/BRAINSia/BRAINSTools/blob/main/BRAINSCommonLib/itkResampleInPlaceImageFilter.h].


	WindowedSinc: Detailed information can be found here [https://itk.org/Doxygen/html/classitk_1_1WindowedSincInterpolateImageFunction.html].






Panels and their use


Inputs: Parameters for specifying the image to warp and resulting image space


	Image To Warp (inputVolume): Image To Warp


	Reference Image (referenceVolume): Reference image used only to define the output space. If not specified, the warping is done in the same space as the image to warp.






Outputs: Resulting deformed image parameters


	Output Image (outputVolume): Resulting deformed image


	Pixel Type (pixelType): Specifies the pixel type for the input/output images.  If the type is “input”, then infer from the input image.  The “binary” pixel type uses a modified algorithm whereby the image is read in as unsigned char, a signed distance map is created, signed distance map is resampled, and then a thresholded image of type unsigned char is written to disk.






Warping Parameters: Parameters used to define home the image is warped


	Displacement Field (deprecated) (deformationVolume): Displacement Field to be used to warp the image (ITKv3 or earlier)


	Transform file (warpTransform): Filename for the BRAINSFit transform (ITKv3 or earlier) or composite transform file (ITKv4)


	Interpolation Mode (interpolationMode): Type of interpolation to be used when applying transform to moving volume.  Options are Linear, ResampleInPlace, NearestNeighbor, BSpline, or WindowedSinc


	Compute inverse transform of given transformation? (inverseTransform): True/False is to compute inverse of given transformation. Default is false


	Default Value (defaultValue): Default voxel value






Advanced Options:


	Add Grids (gridSpacing): Add warped grid to output image to help show the deformation that occurred with specified spacing.   A spacing of 0 in a dimension indicates that grid lines should be rendered to fall exactly (i.e. do not allow displacements off that plane).  This is useful for making a 2D image of grid lines from the 3D space






Multiprocessing Control:


	Number Of Threads (numberOfThreads): Explicitly specify the maximum number of threads to use.







Contributors

This tool was developed by Vincent Magnotta, Greg Harris, and Hans Johnson.
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Similar modules


	Resample Scalar/Vector/DWI Volume


	Resample Scalar Volume


	Resample DTI Volume
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Resize Image (BRAINS)


Overview

This program is useful for downsampling an image by a constant scale factor.



Panels and their use


Inputs: Parameters for specifying the image to warp and resulting image space


	Image To Warp (inputVolume): Image To Scale






Outputs: Resulting scaled image parameters


	Output Image (outputVolume): Resulting scaled image


	Pixel Type (pixelType): Specifies the pixel type for the input/output images.  The “binary” pixel type uses a modified algorithm whereby the image is read in as unsigned char, a signed distance map is created, signed distance map is resampled, and then a thresholded image of type unsigned char is written to disk.






Scaling Parameters: Parameters used to define the scaling of the output image


	Scale Factor (scaleFactor): The scale factor for the image spacing.







Contributors

This tool was developed by Hans Johnson.
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Fiducial Registration


Overview

Computes a rigid, similarity or affine transform from a matched list of fiducials



Panels and their use


IO: Input/output parameters


	Fixed landmarks (fixedLandmarks): Ordered list of landmarks in the fixed image


	Moving landmarks (movingLandmarks): Ordered list of landmarks in the moving image


	Save transform (saveTransform): Save the transform that results from registration


	Transform Type (transformType): Type of transform to produce


	RMS Error (rms): Display RMS Error.


	Output Message (outputMessage): Provides more information on the output
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Landmark Registration


Overview

This module aligns two images based on a set of corresponding landmarks (paired points).



How to


Linear registration


	Load the two images to register


	Enter the Landmark Registration module


	Select the two images as fixed and moving volumes (do not select transformed volume)


	Scroll to the Registration area and select Affine registration


	Pick Axi/Sag/Cor in the Visualization box (this will create a custom layout with fixed on top, moving in the middle, and fixed + transformed on the bottom)


	Place a point on either the fixed or moving volumes (a corresponding one will be created on the other volume)


	Drag the points in the fixed and moving volumes until they are on the same anatomical location. The blended view will update automatically on mouse release.


	Place and adjust points until registration is good.


	Optional: set Local Refinement Method to Local SimpleITK (it tends to be more robust than Local BRAINSFit) and click on the Refine landmark ... button.






Chose registration type

Similarity mode is Rigid + Scale and can be good for some cross-subject registration.

Affine mode requires more landmarks but should work.

Thin-Plate spline mode works but does not automatically update (click Apply to calculate). It overwrites the transformed volume so you can’t go back to Linear mode from Thin-Plate mode.




Panels and their use


	Fixed volume and Moving volume: the computed transformation will be computed to transform the moving image into the fixed image.


	Transformed volume: output image, obtained by applying the computed transform to the moving volume and resampled to the fixed volume.


	Target transform: computed transform that aligns the moving volume with the fixed volume.


	Visualization: view layout and view mode to visualize the alignment.


	Landmarks: list of corresponding landmark points.


	Local refinement: automatically adjust the position of a placed landmark point in the moving image. Local SimpleITK method tends to be more robust.


	Registration type: choose between linear transform (Affine Registration) and warping transform (ThinPlate Registration).






Contributors
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Acknowledgements

This file was originally developed by Steve Pieper, Isomics, Inc. It was partially funded by NIH grant 3P41RR013218-12S1 and P41 EB015902 the Neuroimage Analysis Center (NAC) a Biomedical Technology Resource Center supported by the National Institute of Biomedical Imaging and Bioengineering (NIBIB).
And this work is part of the “National Alliance for Medical Image Computing” (NAMIC), funded by the National Institutes of Health through the NIH Roadmap for Medical Research, Grant U54 EB005149.
Information on the National Centers for Biomedical Computing can be obtained from http://nihroadmap.nih.gov/bioinformatics.
This work is also supported by NIH grant 1R01DE024450-01A1 “Quantification of 3D Bony Changes in Temporomandibular Joint Osteoarthritis” (TMJ-OA).





            

          

      

      

    

  

  
    
    

    Registration Metric Test (BRAINS)
    

    

    
 
  

    
      
          
            
  
Registration Metric Test (BRAINS)


Overview

Compare Mattes/MSQ metric value for two input images and a possible input BSpline transform.



Panels and their use


IO: Input parameters


	Transform File Name (inputBSplineTransform): Input transform that is use to warp moving image before metric comparison.


	Fixed image (inputFixedImage):


	Moving image (inputMovingImage):






Input variables: Metric type and input parameters.


	Metric type (metricType): Comparison metric type


	Number Of Samples (numberOfSamples): The number of voxels sampled for metric evaluation.


	Number Of Histogram Bins (numberOfHistogramBins): The number of histogram bins when MMI (Mattes) is metric type.
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Reformat


Overview

This module is used for changing the slice properties.



Panels and their use


	Slice: Select the slice to operate on – the module’s Display interface will change to show slice parameters.


	Display - Edit: Information about the selected slice. Fields can be edited to precisely set values to the slice.


	Offset: See and Set the current distance from the origin to the slice plane


	Origin: The location of the center of the slice. It is also related to the reformat widget origin associated to the selected slice.


	Center: This button will adjust the slice Origin so that the entire slice is centered around 0,0,0 in the volume space.






	Orientation


	Reset to: Reset the slice to transformation to the corresponding orientation preset, such as “Axial, “Sagittal”, “Coronal” or “Reformat”.


	Rotate to volume plane: Rotates the slice view to be aligned with the axes of the displayed volume.


	Flip H and Flip V: Flip the image slice horizontally or vertically.


	Rotate CW and Rotate CCW: Rotate the slice in-plane by 90 degrees in clockwise or counterclockwise direction.


	Normal: Allow to set the slice plane normal direction.


	Normal to LR: Set the normal to left-right anatomical direction.


	Normal to PA: Set the normal to posterior-anterior anatomical direction.


	Normal to IS: Set the normal to inferior-superior anatomical direction.






	Normal to camera: Align the slice normal to the camera view direction.


	Rotation


	Horizontal: Free rotation of the slice around its horizontal axis.


	Vertical: Free rotation of the slice around its vertical axis.


	In-Plane: Free in-plane rotation of the slice (around its normal).
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Segmentations


Overview

The Segmentations module manages segmentations. Each segmentation can contain multiple segments, which correspond to one structure or ROI. Each segment can contain multiple data representations for the same structure, and the module supports automatic conversion between these representations (the default ones are: planar contour, binary labelmap, closed surface model), as well as advanced display settings and import/export features.


	Visualization of structures in 2D and 3D views


	Define regions of interest as input to further analysis (volume measurements, masking for computing radiomics features, etc.)


	Create surface meshes from images for 3D printing


	Editing of 3D closed surfaces




Motivation, features, and details of the infrastructure are explained in paper Cs. Pinter, A. Lasso, G. Fichtinger, “Polymorph segmentation representation for medical image computing”, Computer Methods and Programs in Biomedicine, Volume 171, p19-26, 2019 (pdf [http://perk.cs.queensu.ca/sites/perkd7.cs.queensu.ca/files/Pinter2019_Manuscript.pdf], DOI [https://doi.org/10.1016/j.cmpb.2019.02.011]) and in presentation slides (pdf [https://www.slicer.org/wiki/File:20160526_Segmentations.pdf], pptx [https://www.slicer.org/wiki/File:20160526_Segmentations.pptx]).
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Use cases


Edit segmentation

Segmentation can be edited using Segment Editor module.



Import an existing segmentation from volume file

3D volumes in NRRD (.nrrd or .nhdr) and Nifti (.nii or .nii.gz) file formats can be directly loaded as segmentation:


	Drag-and-drop the volume file to the application window (or use menu: File / Add Data, then select the file)


	In Description column choose Segmentation


	Optional: if a color table (specifying name and color for each label value) is available then load that first into the application and then select it as Color node in the Options section. Specification of the color table file format is available here.


	Click OK





Tip

To avoid the need to always manually select Segmentation, save the .nrrd file using the .seg.nrrd file extension. It makes Slicer load the image as a segmentation by default.



Other image file formats can be loaded as labelmap volume and then converted to segmentation:


	Drag-and-drop the volume file to the application window (or use menu: File / Add Data, then select the file)


	Click Show Options


	In Options column check LabelMap checkbox (to indicate that the volume is a labelmap, not a grayscale image)


	Click OK


	Go to Data module, Subject hierarchy tab


	Right-click on the name of the imported volume and choose Convert labelmap to segmentation node





Tip

To show the segmentation in 3D, go to Segmentations module and click Show 3D. Alternatively, go to Data module and drag-and-drop the segmentation into each view where you want to see them - if the segmentation is dragged into a 3D view then it will be shown there in 3D.





Import an existing segmentation from model (surface mesh) file

3D models in STL and OBJ formats can be directly loaded as segmentation:


	Drag-and-drop the volume file to the application window (or use menu: File / Add Data, then select the file)


	In Description column choose Segmentation


	Click OK




If the model contains very thin and delicate structures then default resolution for binary labelmap representation may be not sufficient for editing. Default resolution is computed so that the labelmap contains a total of approximately 256x256x256 voxels. To make the resolution finer:


	Go to Segmentations module


	In Representations section, click Binary labelmap -> Create, then Update


	In the displayed popup:


	In Conversion path section, click Closed surface -> Binary labelmap


	In Conversion parameters section, set oversampling factor to 2 (if this is not enough then you can try 2.5, 3, 4, …) - larger values increase more memory usage and computation time (oversampling factor of 2x increases memory usage by 2^3 = 8x).


	Click Convert








Other mesh file formats can be loaded as model and then converted to segmentation node:


	Drag-and-drop the volume file to the application window (or use menu: File / Add Data, then select the file)


	Click OK


	Go to Data module, Subject hierarchy tab


	Right-click on the name of the imported volume and choose Convert model to segmentation node






Editing a segmentation imported from model (surface mesh) file

Selection of a source volume is required for editing a segmentation. The source volume specifies the geometry (origin, spacing, axis directions, and extents) of the voxel grid that is used during editing.

If no volume is available then it can be created by the following steps:


	Go to Segment editor module


	Click Specify geometry button (on the right side of Source volume node selector)


	For Source geometry choose the segmentation (this specifies the extents, i.e., the bounding box so that the complete object is included)


	Adjust Spacing values as needed. It is recommended to set the same value for all three axes. Using smaller values preserve more details but at the cost of increased memory usage and computation time.


	Click OK


	When an editing operation is started then the Segment Editor will ask if the source representation should be changed to binary labelmap. Answer Yes, because binary labelmap representation is required for editing.





Note

Certain editing operations are available directly on models, without converting to segmentation. For example, using Surface Toolbox and Dynamic Modeler modules.





Export segmentation to model (surface mesh) file

Segments can be exported to STL or OBJ files for 3D printing or visualization/processing in external software:


	Open Export to files section in Segmentations module (or in Segment editor module: choose Export to files, in the drop-down menu of Segmentations button)


	Choose destination folder, file format, etc.


	Click Export




Other file formats:


	Go to Data module, right-click on the segmentation node, and choose Export visible segments to models (alternatively, use Segmentations module’s Export/import models and labelmaps section)


	In application menu, choose File / Save


	Select File format


	Click Save






Export segmentation to labelmap volume

If segments in a segmentation do not overlap each other then segmentation is saved as a 3D volume node by default when the scene is saved (application menu: File / Save). If the segmentation contains overlapping segments then it is saved as a 4D volume: each 3D volume containing a set of non-overlapping segments.

To force saving segmentation as a 3D volume, export it to a labelmap volume by right-clicking on the segmentation in Data module.

For advanced export options, Segmentations module’s Export/import models and labelmaps section can be used. If exported segmentation geometry (origin, spacing, axis directions, extents) must exactly match another volume’s then then choose that volume as Reference volume in Advanced section. Using a reference volume for labelmap export may result in the segmentation being cropped if some regions are outside of the new geometry. A confirmation popup will be displayed before the segmentation is cropped.



Export segmentation to labelmap volume file

If source representation of a a segmentation node is binary labelmap then the segmentation will be saved in standard NRRD file format. This is the recommended way of saving segmentation volumes, as it saves additional metadata (segment names, colors, DICOM terminology) in the image file in custom fields and allows saving of overlapping segments.

For exporting segmentation as NRRD or NIFTI file for external software that uses 3D labelmap volume file + color table file for segmentation storage:


	Open Export to files section in Segmentations module (or in Segment editor module: choose Export to files, in the drop-down menu of Segmentations button)


	In File format selector choose NRRD or NIFTI. NRRD format is recommended, as it is a simple, general-purpose file format. For neuroimaging, NIFTI file format may be a better choice, as it is the most commonly used research file format in that field.


	Optional: choose Reference volume if you want your segmentation to match a selected volume’s geometry (origin, spacing, axis directions) instead of the current segmentation geometry


	Optional: check Use color table values checkbox and select a color table to set voxel values in the exported files from values specified in the color table. The label value is index of the color table entry that has the same name as the segment name. If a color table is not specified then, voxel values are based on the order of segments in the segment list (voxels that are outside of all segments are set to 0, voxels of the first segment are set to  1, voxels of the second segment are set to 2, etc).


	Set additional options (destination folder, compression, etc.) as needed


	Click Export




Labelmap volumes can be created in any other formats by exporting segmentation to labelmap volume then in application menu, choose File / Save.

Using a reference volume for labelmap export may result in the segmentation being cropped if some regions are outside of the new geometry. A confirmation popup will be displayed before the segmentation is cropped.



Create new representation in segmentation (conversion)

The supported representations are listed in the Representations section. Existing representations are marked with a green tick, the source representation is marked with a gold star. The source representation is the editable (for example, in Segment Editor module) and it is the source of all conversions.


	To create a representation, click on the Create button in the corresponding row. To specify a custom conversion path or parameters (reference geometry for labelmaps, smoothing for surfaces, etc.), click the down-arrow button in the “Create” button and choose “Advanced create…”, then choose a conversion path from the list at the top, and adjust the conversion parameters in the section at the bottom.


	To update a representation (re-create from the source representation) using custom conversion path or parameters, click the “Update” button in the corresponding row.


	To remove a representation, click the down-arrow button in the “Update” button then choose “Remove”.






Adjust how segments are displayed


	By right-clicking the eye icon in the segments table the display options are shown and the different display modes can be turned on or off


	Advanced display options are available in Segmentations module’s Display sections.






Managing segmentations using Python scripts

See Script repository’s Segmentations section for examples.



DICOM export


	The source representation is used when exporting into DICOM, therefore you need to select a source volume, create binary labelmap representation and set it as master


	DICOM Segmentation Object export if QuantitativeReporting extension is installed


	Legacy DICOM RT structure set export is available if SlicerRT extension is installed. RT structure sets are not recommended for storing segmentations, as they cannot store arbitrarily complex 3D shapes.


	Follow these instructions for exporting data in DICOM format.







Panels and their use


	Segments table


	Add/remove segments


	Edit selected: takes user to Segment Editor module


	Set visibility and per-segment display settings, opacity, color, segment name






	Display


	Segmentations-wide display settings (not per-segment!): visibility, opacity (will be multiplied with per-segment opacity for display)


	Views: Individual views to show the active segmentation in


	Slice intersection thickness


	Representation in 3D/2D views: The representation to be shown in the 3D and 2D views. Useful if there are multiple representations available, for example if we want to show the closed surface in the 3D view but the labelmap in the slice views






	Representations


	List of supported representations and related operations


	The already existing representations have a green tick, the source representation (that is the source of all conversions and the representation that can be edited) a gold star


	The buttons in each row can be used to create, remove, update a representation


	Advanced conversion is possible (to use the non-default path or conversion parameters) by long-pressing the Create or Update button


	Existing representations can be made master by clicking Make source. The source representation is used as source for conversions, it is the one that can be edited, and saved to disk










	Copy/move (import/export)


	Left panel lists the segments in the active segmentation


	Right panel shows the external data container


	The arrow buttons van be used to copy (with plus sign) or move (no plus sign) segments between the segmentation and the external node


	New labelmap or model can be created by clicking the appropriate button on the top of the right panel


	Multiple segments can be exported into a labelmap. In case of overlapping segments, the subsequent segments will overwrite the previous ones!








Subject hierarchy


	Segmentations are shown in subject hierarchy as any other node, with the exception that the contained segments are in a “virtual branch”.


	The segments can be moved between segmentations, but drag&drop to anywhere other than under another segmentation is not allowed






	Special subject hierarchy features for segmentations


	Create representation: Create the chosen representation using the default path






	Special subject hierarchy features for segments


	Show only this segment: Useful if only one segment needs to be shown and there are many, so clicking the eye buttons would take a long time


	Show all segments










Tutorials


	Segmentation tutorials [https://www.slicer.org/wiki/Documentation/Nightly/Training#Segmentation]






Limitations


	When segmentation is displayed in 2D views using Closed surface representation (either because this is the only available representation or because this representation is chosen to be shown in Segmentations module: Display / Advanced / Representation in 2D views -> Closed surface) then filling of the contours may appear incomplete and/or inverted. This is just a rendering error and does not affect the segmentation content. To avoid seeing such rendering artifacts, create Binary labelmap representation and choose Representation in 2D views -> Binary labelmap.






Information for developers


	vtkSegmentationCore on GitHub [https://github.com/Slicer/Slicer/tree/main/Libs/vtkSegmentationCore] (within Slicer)


	Segmentations Slicer module on GitHub [https://github.com/Slicer/Slicer/tree/main/Modules/Loadable/Segmentations]


	Segmentations Labs page [https://www.slicer.org/wiki/Documentation/Labs/Segmentations]


	Manipulation of segmentations from Python scripts - examples in script repository






Related modules


	Segment Editor module is for editing segments of a segmentation node






References


	Development notes [https://github.com/SlicerRt/SlicerRT/wiki/Segmentation]
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Segment editor

This is a module is for specifying segments (structures of interest) in 2D/3D/4D images. Some of the tools mimic a painting interface like photoshop or gimp, but work on 3D arrays of voxels rather than on 2D pixels. The module offers editing of overlapping segments, display in both 2D and 3D views, fine-grained visualization options, editing in 3D views, create segmentation by interpolating or extrapolating segmentation on a few slices, editing on slices in any orientation.

Segment Editor does not edit labelmap volumes or models, but segmentations can be easily converted to/from labelmap volumes and models using the Import/Export section of Segmentations module.
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How to cite

To cite the Segment Editor in scientific publications, you can cite 3D Slicer and the Segment Editor paper: Cs. Pinter, A. Lasso, G. Fichtinger, “Polymorph segmentation representation for medical image computing”, Computer Methods and Programs in Biomedicine, Volume 171, p19-26, 2019 (pdf [http://perk.cs.queensu.ca/sites/perkd7.cs.queensu.ca/files/Pinter2019_Manuscript.pdf], DOI [https://doi.org/10.1016/j.cmpb.2019.02.011]). Additional references to non-trivial algorithms used in Segment Editor effects are provided below, in the documentation of each effect.



Keyboard shortcuts

The following keyboard shortcuts are active when you are in the Segment Editor module.  They are intended to allow two-handed editing, where on hand is on the mouse and the other hand uses the keyboard to switch modes.




	Key
	Operation





	left arrow
	move to previous slice



	right arrow
	move to next slice



	Shift + mouse move
	scroll slices to mouse location



	Ctrl + mouse wheel
	zoom image in/out



	q
	select previous segment



	w
	select next segment



	z
	undo



	y
	redo



	esc
	unselect effect



	space
	toggle between last two active effects



	1, 2, … 0
	select effect (1-10)



	Shift + 1, 2, … 0
	select effect (11-20)



	i
	toggle masking by intensity range







Tutorials


	Segmentation tutorials [https://www.slicer.org/wiki/Documentation/Nightly/Training#Segmentation]






Panels and their use


Main options


	Segmentation: Choose the segmentation to edit


	Source volume: Choose the volume to segment. The source volume that is selected the very first time after the segmentation is created is used to determine the segmentation’s labelmap representation geometry (extent, resolution, axis directions, origin). The source volume is used by all editor effects that uses intensity of the segmented volume (e.g., thresholding, level tracing). The source volume can be changed at any time during the segmentation process. Note: changing the source volume does not affect the segmentation’s labelmap representation geometry. To make changes to the geometry (make the extent larger, the resolution finer, etc.) click Specify geometry button next to the source volume selector, select a “Source geometry” node that will be used as a basis for the new geometry, adjust parameters, and click OK. To specify an arbitrary extens, an ROI (region of interest) node can be created and selected as source geometry. If the new geometry will crop a region from the existing segments, a warning icon will be displayed beside the “Pad output” checkbox. If the “Pad output” is checked, the extent will be expanded so that it contains both the existing segments and the new reference geometry.
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	Add: Add a new segment to the segmentation and select it.


	Remove: Select the segment you would like to delete then click Remove segment to delete from the segmentation.


	Show 3D: Display your segmentation in the 3D Viewer. This is a toggle button. When turned on the surface is created and updated automatically as the user is segmenting. When turned off, the conversion is not ongoing so the segmentation process is faster. To change surface creation parameters: go to Segmentations module, click Update button in Closed surface row in Representations section, click Binary labelmap -> Closed surface line, double-click on value column to edit a conversion parameter value. Setting Smoothing factor to 0 disables smoothing, making updates much faster. Set Smoothing factor to 0.1 for weak smoothing and 0.5 or larger for stronger smoothing.






Segments table

This table displays the list of all segments.

Table columns:


	Visibility (eye icon): Toggle segment’s visibility. To customize visualization: either open the slice view controls (click on push-pint and double-arrow icons at the top of a slice viewer) or go to Segmentations module.


	Color swatch: set color and assign segment to standardized terminology.


	State (flag icon): This column can be used for setting the editing status of each segment that can be used for filtering the table or mark segments for further processing.


	Not started: default starting state, indicates that editing has not happened yet.


	In progress: when a “not started” segment is edited its state is automatically changed to this


	Completed: user can manually select this state to indicate that the segmentat is complete


	Flagged: user can manually select this state for any custom purpose, for example to bring the segment into the attention of an expert reviewer






	Layer: advanced information, displays the 3D layer index when there are overlapping segments. Hidden By default, can be shown by right-clicking on the table and enabling Show layer column.




Filter bar: It can be used for finding segments when editing segmentations that contain a large number of segments. By default the filter bar may not be shown, right-click on the segments table and click Show filter bar to show/hide it.


	Filter: filter by segment name


	Segment state toggle buttons: only segments of the selected states will be displayed in the segment list






Effects section


	Effect toolbar: Select the desired effect here. See below for more information about each effect.


	Options: Options for the selected effect will be displayed here.


	Undo/Redo: The module saves state of segmentation before each effect is applied. This is useful for experimentation and error correction. By default the last 10 states are remembered.






Masking options

These options allow you to define the editable areas and whether or not certain segments can be overwritten.


	Editable area: Changes will be limited to the selected area. This can be used for drawing inside a specific region or split a segment into multiple segments.


	Editable intensity range: Changes will be limited to areas where the source volume’s voxels are in the selected intensity range. It is useful when locally an intensity threshold separates well between different regions. Intensity range can be previewed by using Threshold effect.


	Modify other segments: Select which segments will be overwritten rather than overlapped.


	Overwrite all: Segment will not overlap (default).


	Overwrite visible: Visible segments will not overlap with each other. Hidden segments will not be overwritten by changes done to visible segments.


	Allow overlap: Changing one segment will not change any other.











Effects

Effects operate either by clicking the Apply button in the effect options section or by clicking and/or dragging in slice or 3D views.


[image: ] Threshold

Use Threshold to determine a threshold range and save results to selected segment or use it as Editable intensity range.



[image: ] Paint


	Pick the radius (in millimeters) of the brush to apply


	Left click to apply single circle


	Left click and drag to fill a region


	A trace of circles is left which are applied when the mouse button is released


	Sphere mode applies the radius to slices above and below the current slice.







	Key
	Operation





	Shift + mouse wheel
	increase/decrease brush size



	-
	shrink brush radius by 20%



	+
	grow brush







[image: ] Draw


	Left click to lay individual points of an outline


	Left drag to lay down a continuous line of points


	Left double-click to add a point and fill the contour. Alternatively, right click to fill the current contour without adding any more points.







	Key
	Operation





	x
	delete the last point added



	a
	apply segment



	Enter
	apply segment






Note

Scissors effect can be also used for drawing. Scissors effect works both in slice and 3D views, can be set to draw on more than one slice at a time, can erase as well, can be constrained to draw horizontal/vertical lines (using rectangle mode), etc.





[image: ] Erase

Same as the Paint effect, but the highlighted regions are removed from the selected segment instead of added.

If Masking / Editable area is set to a specific segment then the highlighted region is removed from selected segment and added to the masking segment. This is useful when a part of a segment has to be separated into another segment.




	Key
	Operation





	Shift + mouse wheel
	increase/decrease brush size



	-
	shrink brush radius by 20%



	+
	grow brush radius by 20%







[image: ] Level Tracing


	Moving the mouse defines an outline where the pixels all have the same background value as the current background pixel


	Clicking the left mouse button applies that outline to the label map






[image: ] Grow from seeds

Draw segment inside each anatomical structure. This method will start from these “seeds” and grow them to achieve complete segmentation.


	Initialize: Click this button after initial segmentation is completed (by using other editor effects).
Initial computation may take more time than subsequent updates.
Source volume and auto-complete method will be locked after initialization,
therefore if either of these have to be changed then click Cancel and initialize again.


	Update: Update completed segmentation based on changed inputs.


	Auto-update: activate this option to automatically updating result preview when segmentation is changed.


	Cancel: Remove result preview. Seeds are kept unchanged, so parameters can be changed and segmentation can be restarted by clicking Initialize.


	Apply: Overwrite seeds segments with previewed results.




Notes:


	Only visible segments are used by this effect.


	At least two segments are required.


	If a part of a segment is erased or painting is removed using Undo (and not overwritten by another segment) then it is recommended to cancel and initialize. The reason is that effect of adding more information (painting more seeds) can be propagated to the complete segmentation, but removing information (removing some seed regions) will not change the complete segmentation.


	The method uses an improved version of the grow-cut algorithm described in Liangjia Zhu, Ivan Kolesov, Yi Gao, Ron Kikinis, Allen Tannenbaum. An Effective Interactive Medical Image Segmentation Method Using Fast GrowCut, International Conference on Medical Image Computing and Computer Assisted Intervention (MICCAI), Interactive Medical Image Computing Workshop, 2014.






[image: ] Fill between slices

Create complete segmentation on selected slices using any editor effect. You can skip any number of slices between segmented slices. This method will fill the skipped slices by interpolating between segmented slices.


	Initialize: Click this button after initial segmentation is completed (by using other editor effects).
Initial computation may take more time than subsequent updates.
Source volume and auto-complete method will be locked after initialization,
therefore if either of these have to be changed then click Cancel and initialize again.


	Update: Update completed segmentation based on changed inputs.


	Auto-update: activate this option to automatically updating result preview when segmentation is changed.


	Cancel: Remove result preview. Seeds are kept unchanged, so parameters can be changed and segmentation can be restarted by clicking Initialize.


	Apply: Overwrite seeds segments with previewed results.




[image: ] [https://www.youtube.com/watch?v=u93kI1MG6Ic]

Notes:


	Only visible segments are used by this effect.


	The method does not use the source volume, only the shape of the specified segments.


	The method uses ND morphological contour interpolation algorithm described in this paper: https://insight-journal.org/browse/publication/977






[image: ] Margin

Grows or shrinks the selected segment by the specified margin.

By enabling Apply to visible segments, all visible segments of the segmentation will be processed (in the order of the segment list).



[image: ] Hollow

Makes the selected visible segment hollow by replacing the segment with a uniform-thickness shell defined by the segment boundary.

By enabling Apply to visible segments, all visible segments of the segmentation will be processed (in the order of the segment list).



[image: ] Smoothing

Smoothes segments by filling in holes and/or removing extrusions.

By default, the current segment will be smoothed. By enabling Apply to visible segments, all visible segments of the segmentation will be smoothed (in the order of the segment list). This operation may be time-consuming for complex segmentations. The Joint smoothing method always smoothes all visible segments.

By clicking Apply button, the entire segmentation is smoothed. To smooth a specific region, left click and drag in any slice or 3D view. Same smoothing method and strength is used as for the whole-segmentation mode (size of the brush does not affect smoothing strength, just makes it easier to designate a larger region).

Available methods:


	Median: removes small extrusions and fills small gaps while keeps smooth contours mostly unchanged. Applied to selected segment only.
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Foreground masking (BRAINS)


Overview

This program is used to create a mask over the most prominent foreground region in an image.  This is accomplished via a combination of otsu thresholding and a closing operation.



Panels and their use


IO: Input/output parameters


	Input Image Volume (inputVolume): The input image for finding the largest region filled mask.


	Output Mask (outputROIMaskVolume): The ROI automatically found from the input image.


	Output Image (outputVolume): The inputVolume with optional [maskOutput|cropOutput] to the region of the brain mask.


	Mask Output (maskOutput): The inputVolume multiplied by the ROI mask.


	Output Image Clipped by ROI (cropOutput): The inputVolume cropped to the region of the ROI mask.






Configuration Parameters:


	Otsu Percentile Threshold (otsuPercentileThreshold): Parameter to the Otsu threshold algorithm.


	Otsu Correction Factor (thresholdCorrectionFactor): A factor to scale the Otsu algorithm’s result threshold, in case clipping mangles the image.


	Closing Size (closingSize): The Closing Size (in millimeters) for largest connected filled mask.  This value is divided by image spacing and rounded to the next largest voxel number.


	ROIAuto Dilate Size (ROIAutoDilateSize): This flag is only relevant when using ROIAUTO mode for initializing masks.  It defines the final dilation size to capture a bit of background outside the tissue region.  At setting of 10mm has been shown to help regularize a BSpline registration type so that there is some background constraints to match the edges of the head better.


	Output Image Pixel Type (outputVolumePixelType): The output image Pixel Type is the scalar datatype for representation of the Output Volume.


	Number Of Threads (numberOfThreads): Explicitly specify the maximum number of threads to use.







Contributors

Hans J. Johnson, hans-johnson -at- uiowa.edu [http://uiowa.edu], https://www.psychiatry.uiowa.edu
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Markups


Overview

This module is used to create and edit markups (point list, line, angle, curve, closed curve, plane, ROI etc.) and adjust their display properties.

[image: ]



How to


Place new markups


	Click the “Toggle Markups Toolbar” button in the Mouse Interaction toolbar to show/hide the Markups toolbar.




[image: ]

Using the Markups toolbar, click a markups type button to create a new object. The mouse interaction mode will automatically switch into control point placement mode.

[image: ]

Click the down arrow of the control point place button in the Markups toolbar to select the “Place multiple control points” checkbox to keep placing control points continuously, without the need to click the place button after each point.


	Left-click in a slice view or 3D view to place points.


	Double-left-click or right-click to finish point placement.






Edit control point positions in existing markups


	Make sure that the correct markup is selected in the Markups module or Markups toolbar.


	Left-click-and drag a control point to move it.


	Left-click a control point to jump to it in all slice viewers. This helps in adjusting its position along all axes.


	Right-click to delete or rename a control point or change markup properties.


	Ctrl + Left-click to place a new control point on a markups curve.


	Enable Display / Interaction / Visible to show a widget that allows translation/rotation of the entire widget.






Edit properties of a markup that is picked in a view

To pick a markup in a viewer so that its properties can be edited in the Markups module, right-click on it in a slice view or 3D view and choose “Edit properties”.

[image: ]



Edit Plane markups


	Planes can be defined using 3 “plane types”: Point normal (default, place one or two points defining the origin and normal), 3 points (place 3 points to define the origin and plane axes), and plane fit (place any number of points that will be fit to a plane).


	When placing a plane with the “point normal” plane type, Alt + Left-click will allow the placement of 2 points. Placing the first point will define the origin of the plane, while the second point will define the normal vector.


	If the handles are not visible, right-click on the plane outline, or on a control point, and check “Interaction handles visible”.


	Plane size can be changed using handles on the corners and edges of the plane.


	Left-click-and-drag on interaction handles to change the plane size.


	Resizing a plane will change the size mode to “absolute”, preventing changes in the control points from affecting the plane size.


	Plane type and size mode can be changed from the “Plane settings” section of the Markups module.






Edit ROI markups


	ROI size can be changed using handles on the corners and faces of the ROI.


	If the handles are not visible, right-click on the ROI outline, or on a control point, and check “Interaction handles visible”.


	Left-click-and-drag on interaction handles to change the ROI size.


	Alt + Left-click-and-drag to symmetrically adjust the ROI size without changing the position of the center.







Keyboard shortcuts

The following keyboard shortcuts are active when the markups toolbar is displayed.




	Key
	Operation





	Ctrl + Shift + A
	create new markup



	Ctrl + Shift + T
	toggle placing multiple control points



	Ctrl + Shift + space
	place new control point







Panels and their use


	Create: click on any of the buttons to create a new markup. Click in any of the viewers to place control points.


	Markups list: Select a markup to populate the GUI and allow modifications. When control point placement is activated on the toolbar, then points are added to this selected markup.





Display section


	Visibility: Toggle the markup visibility, which will override the individual control point visibility settings. If the eye icon is open, the list is visible, and pressing it will make it invisible. If the eye icon is closed, the list is invisible and pressing the button will make it visible.


	Opacity: Overall opacity of the selected markup.


	Glyph Size: Set control point glyph size relative to the screen size (if absolute button is not pressed) or as an absolute size (if absolute button is depressed).


	Text Scale: Label size relative to screen size.


	Interaction handles:


	Visibility: Check Visible to enable translation/rotation/scaling of the entire markups in slice and 3D views with an interactive widget.


	Translate, Rotate, Scale: enable/disable adjustment types.


	Size: size of the handles (relative to the application window size).


	More options: Clicking more options will show/hide check boxes for controlling the visibility of each interaction handle axis separately.






	Advanced:


	View: Select which views the markup is displayed in


	Selected Color: Select the color that will be used to display the glyph and text when the markup is marked as selected.


	Unselected Color: Select the color that will be used to display the glyph and text when the markup is not marked as selected.


	Active Color: Select the color that will be used to display the glyph and text when the mouse hovers over the markup.


	Glyph Type: Select the symbol that will be used to mark each location. Default is the Sphere3D.


	Line thickness: The thickness of lines in markups. Defined as either an absolute thickness, or as a percentage of the glyph size.


	Outline: Visibility and opacity of the markups outline.


	Fill: Visibility and opacity of the markups fill.


	Properties Label: Check to display node name and measurements.


	Control Point Labels: Check to display a label for each control point.


	Text display:


	Font: Change the properties of the font used to display the labels.


	Background: Change the label background color and opacity.






	3D Display:


	Placement mode: Defines how points are placed and moved in views


	Unconstrained: Point is moved independently from displayed objects in 3D views (e.g., in parallel with camera plane).


	Snap to visible surface: Point is snapped to any visible surface in 3D views.






	Occluded visibility: Controls the visibility and opacity of markups that are occluded. If enabled, the markup will remain visible even when it is blocked from view by other nodes (eg. volume rendering, segmentations, models, etc.).






	2D Display:


	Projection visibility: Check to enable or disable visualization of projected control points on 2D viewers. The projection of the control points in the 2D viewers will be displayed onto slices around the one on which the control points have been placed.


	Use Markup Color: If checked, color the projections the same color as the markup.


	Projection Color: If not using markup color for the projection, use this color.


	Outlined Behind Slice Plane: Control point projection is displayed filled (opacity = Projection Opacity) when on top of slice plane, outlined when behind, and with full opacity when in the plane. Outline isn’t used for some glyphs (Dash2D, Cross2D, Starburst).










	Scalars: Color markup according to a scalar, e.g. a per-control-point measurement (see Measurements section below)


	Visibility: Controls the visibility of the scalars on the markups node.


	Active Scalar: Select the scalar value that should be displayed.


	Color Table: Select the color table that should be used to display the scalars.


	Scalar Range Mode: Select the mode that should be used to control the mapping the scalar range onto the color node.


	Manual: range is set manually


	Data scalar range: range is set to the value range of the active scalar


	Color table: use range specified in the color table. Useful for showing several nodes using the same color mapping.


	Data type: range is set to the possible range of the active scalar’s data type. This is only useful mostly for 8-bit scalars.


	Direct color mapping: if active scalar has 3 or 4 components then those are interpreted as RGB or RGBA values.






	Displayed Range: The currently used scalar range.






	Color Legend: Controls the color legend for the currently active scalars.


	Visibility: Controls the visibility of the color legend in the views.


	Views: Select which views the color legend should be displayed in.


	Title: Set the title of the color legend.


	Label text: Display either the scalar values or the name of the color.


	Number of labels: Change the number of value labels that should be displayed on the legend.


	Number of colors: Change the maximum number of colors to display.


	Orientation: Change the display of the color legend between vertical and horizontal.


	Position: Adjust the position of the legend in the views.


	Size: Adjust the size of the legend in the views.


	Title/Label properties: Controls the display of the title.


	Format: Change the format used to display the scalar values in the legend (number of decimals, etc.) using a printf style string.


	Color: Change the color of the title/label.


	Opacity: Change the opacity of the title/label.


	Font: Change the font used to render the title/label.


	Style: Change the display properties of the title/label.


	Size: Change the size of the title.










	Save to Defaults: Save the display properties of this markup to be the new system defaults. The control point label visibility and properties label visibility are settings that are not included when saving defaults, as typically it is better to initialize these based on the markup type (control point labels are more useful for markups point lists, while the properties label is more useful for other markup types).


	Reset to Defaults: Reset the display properties of this markup to the system defaults.
Measurements section below)


	Visible: Whether scalar coloring should be shown or the original color of the markup


	Active Scalar: Which scalar array to use for coloring


	Color Table: Palette used for coloring


	Scalar Range Mode: Method for determining the range of the scalars (automatic range calculation based on the data is the default)










Control points section


	Interaction:


	Locked: Toggle the markups lock state (if it can be moved by mouse interactions in the viewers), which will override the individual control points lock settings.


	Fixed list of points: Toggle whether control points can be added or removed from the markups. Control point position can still be undefined.






	Click to Jump Slices: If checked, click in name column to jump slices to that point. The radio buttons control if the slice is centered on the control point or not after the jump. Right click in the table allows jumping 2D slices to a highlighted control point (uses the center/offset radio button settings). Once checked, arrow keys moving the highlighted row will also jump slice viewers to that control point position.


	Show slice intersections: Toggle visibility of the slice intersection visibility in the 2D views.


	Buttons: These buttons apply changes to control points in the selected list.


	Toggle visibility flag: Toggle visibility flag on all control points in the list. Use the drop down menu to set all to visible or invisible.


	Toggle selected flag: Toggle selected flag on all control points in the list. Use the drop down menu to set all to selected or deselected. Only selected markups will be passed to command line modules.


	Toggle lock flag: Toggle lock flag on all control points in the list. Use the drop down menu to set all to locked or unlocked.


	Skip highlighted control points: Clear the current the position and sets the control point state to skip. When placing multiple control points, control points with this state will be skipped over for placement, moving on to the next unplaced control point.


	Clear highlighted control points: Clear the current the position and sets the control point state to clear. The control point position can be redefined using place mode.


	Delete the highlighted control points from the active list: After highlighting rows in the table to select control points, press this button to delete them from the list.


	Remove all control points from the active list: Pressing this button will delete all of the control points in the active list, leaving it with a list length of 0.


	Transformed: Check to show the transformed coordinates in the table. This will apply any transform to the points in the list and show that result. Keep unchecked to show the raw RAS values that are stored in MRML. If you harden the transform the transformed coordinates will be the same as the non transformed coordinates.


	Hide RAS: Check to hide the coordinate columns in the table and uncheck to show them. Right click in rows to see coordinates.






	Control points table: Right click on rows in the table to bring up a context menu to show the full precision coordinates, distance between multiple highlighted control points, delete the highlighted control point, jump slice viewers to that location, refocus 3D viewers to that location, or if there are other lists, to copy or move the control point to another list.


	Selected: A check box is shown in this column, it’s check state depends on if the control point is selected or not. Click to toggle the selected state. Only selected control points will be passed to command line modules.


	Locked: An open or closed padlock is shown in this column, depending on if the control point is unlocked or locked. Click it to toggle the locked state.


	Visibility: An open or closed eye icon is shown in this column, depending on if the control point is visible or not. Click it to toggle the visibility state.


	Name: A short name for this control point, displayed in the viewers as text next to the glyphs.


	Description: A longer description for this control point, not displayed in the viewers.


	X, Y, Z: The RAS coordinates of this control point, 3 places of precision are shown.


	State: The current state of the control point. Clicking on the current state will cycle through the possible states.


	Edit: The control point is currently being placed. Only one control point can be in the edit state at a time. If the state of another control point is set to edit, then the current control point state will be set to clear.


	Skip: The control point is not currently defined, and cannot be selected for placement.


	Restore: The control point has a defined position. Entering this state will restore the last known position of the control point.


	Clear: The control point has not yet been placed, and can be selected for placement.










	Advanced section:


	Move Up: Move a highlighted control point up one spot in the list.


	Move Down: Move a highlighted control point down one spot in the list.


	Add Control Point: Add a new unplaced control point to the selected list, creating it with an undefined position.


	Naming:


	Name Format: Format for creating names of new control points, using sprintf format style. %N is replaced by the list name, %d by an integer.


	Apply: Rename all control points in this list according to the current name format, trying to preserve numbers. A quick way to re-number all the control points according to their index is to use a name format with no number in it, rename, then add the number format specifier %d to the format and rename one more time. Note that if the control point label contains multiple numbers then the first number is assumed to be part of the name and the second number is used as the control point number.


	Reset: Reset the name format field to the default value, %N-%d.






	Convert annotation fiducials: Uses annotation fiducial hierarchies to convert them to markups. Removes the annotation nodes once completed.










Measurements section


	This section lists the available measurements of the selected markup


	length for line and curve


	angle for angle markups


	curvature mean and curvature max for curve markups


	area for plane markups


	volume for ROI markups






	In the table below the measurement descriptions, the measurements can be enabled/disabled


	Basic measurements (e.g. length, angle) are enabled by default


	Curve markups support curvature calculation, which is off by default


	When turned on, the curvature data can be displayed as scalar coloring (see Display/Scalars above)














Export/Import Table section


	This section controls the import and export of markups to vtkMRMLTableNode.


	Operation: Select the operation, either Export or Import.


	Output/Input table: Select the input/output node.


	Advanced:


	Export coordinate system: Choose if the markups are exported in RAS or LPS.






	Import/Export: Execute export/import operation.






Curve setting section


	Curve type:


	linear: control points are connected with straight line


	spline, Kochanek spline: smooth interpolating curve


	polynomial: smooth approximating curve


	shortest distance on surface: curve points are forced to be on the selected model’s surface points, connected with a minimal-cost path across the model mesh’s edges






	Constrain to Model: Model to constrain the curve to. For curve types linear, spline, Kochanek spline, and polynomial the curves will be generated from the control points and then projected onto the surface. For shortest distance on surface curve type the curve is generated directly on this model.


	Surface: surface used for shortest distance on surface curve type and cost function that is minimized to find path connecting two control points


	Advanced:


	Maximum projection distance: The maximum search radius tolerance defining the allowable projection distance for projecting curve points. It is specified as a percentage of the model’s bounding box diagonal in world coordinate system.










Resample section


	Output node: Replace control points by curve points sampled at equal distances.


	Constrain points to surface: If a model is selected, the resampled points will be projected to the chosen model surface.


	Advanced:


	Maximum projection distance: The maximum search radius tolerance defining the allowable projection distance for projecting resampled control points. It is specified as a percentage of the model’s bounding box diagonal in world coordinate system.










Plane settings section


	Plane type: The method used to define the plane using control points.


	Three points: Plane can be defined by placing 3 control points. The origin of the plane will be at the first control point, the x-axis will be defined by the second, and plane normal will be defined by the cross product of the vectors from the second and third points to the first point.


	Point normal: Plane is defined using a single point and a normal vector. The normal vector will be parallel with the view direction. If placing in 3D, can be placed on a surface or volume rendering, which will align the plane normal with the surface normal.


	Plane fit: The plane is defined by fitting a plane to any number of control points (minimum 3).






	Size mode: Method used define the size of the plane.


	Auto: Plane size will be automatically defined based on the plane type.


	Absolute: Plane size will be fixed.






	Size: The width and length of the plane. Can only be modified in absolute plane size mode.


	Bounds: The minimum and maximum bounds of the plane along the plane XY axes. Can only be modified in absolute plane size mode.


	Normal: Controls the plane normal direction arrow visibility and opacity.






ROI settings section


	ROI type:


	Box: ROI is specified by a single control point in the center, axis directions, and size along each axis direction.


	BoundingBox: ROI is specified as the bounding box of all the control points.






	Inside out: If enabled then the selected region is outside the ROI boundary. It is up to each module to decide if this information is used. For example, if ROI is used for cropping a volume then this flag is ignored, as an image cannot have a hole in it; but for example inside out can make sense for blanking out region of a volume.


	L-R, P-A, I-S Range: Extents of the ROI box along the ROI axes.


	Display ROI: show/hide the ROI in all views.


	Interactive mode: allow changing the ROI position, orientation, and size in views using interaction handles. If interaction handles are disabled, the ROI may still be changed by moving control points (unless control points are locked, too).







Creating Template Landmarks

In order to define a workflow in which a known list of markups must be placed, it is possible to save/load predefined markups lists to use as templates.

Defining a template:


	Create a new point list using the toolbar, or the create button in the Markups module. You may want to exit place mode by clicking on the toolbar, or by right-clicking in a view.


	In the Markups module, select the newly created points list


	In the Control Points - Advanced section, create the required number of control points for the template by clicking on the Add Control Point button.


	Set the name/description of the control points in the control points table.


	To prevent points from being added or removed, click on the “Fixed list of points” button at the top of the control points section.


	Export the template to file by right-clicking on the points list in the markups module, or in the subject hierarchy, and select “Export to file…”.




Loading a template:


	Drag-and-drop the template file into 3D Slicer.


	Select the loaded template in the markups toolbar.


	Enter place mode with “Place multiple control points” enabled.


	Place points until all of the points in the template have been placed. Each point in the template will be selected for placement sequentially. Once all points have been placed, place mode will be automatically disabled.






Information for developers

See examples and other developer information in Developer guide and Script repository.



Related modules


	Endoscopy module uses control points


	This module replaced the legacy Annotations module.
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PET Standard Uptake Value Computation


Overview

Computes the standardized uptake value based on body weight. Takes an input PET image in DICOM and NRRD format (DICOM header must contain Radiopharmaceutical parameters). Produces a CSV file that contains patientID, studyDate, dose, labelID, suvmin, suvmax, suvmean, labelName for each volume of interest. It also displays some of the information as output strings in the GUI, the CSV file is optional in that case. The CSV file is appended to on each execution of the CLI.



Panels and their use


Image and Information: Input parameters


	PET DICOM volume path (PETDICOMPath): Input path to a directory containing a PET volume containing DICOM header information for SUV computation


	Input PET Volume (PETVolume): Input PET volume for SUVbw computation (must be the same volume as pointed to by the DICOM path!).


	Input VOI Volume (VOIVolume): Input label volume containing the volumes of interest






Output: The Output file collects the information on disk from the output label, suv max/mean/min output stringsin the gui, plus some extra information from the DICOM header.


	Output table (OutputCSV): A table holding the output SUV values in comma separated lines, one per label. Optional.


	Output Label (OutputLabel): List of labels for which SUV values were computed


	Output Label Value (OutputLabelValue): List of label values for which SUV values were computed


	SUV Max (SUVMax): SUV max for each label


	SUV Mean (SUVMean): SUV mean for each label


	SUV Minimum (SUVMin): SUV minimum for each label
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Segment statistics

This is a module for the calculation of statistics related to the structure of segmentations, such as volume, surface area, mean intensity, and various other metrics for each segment.


Computed metrics


Labelmap statistics

The values are computed from the binary labelmap representation of the segment.


	Voxel count: the number of voxels in the segment


	Volume mm3: the volume of the segment in mm3


	Volume cm3: the volume of the segment in cm3


	Centroid: the center of mass of the segment in RAS coordinates


	Feret diameter: the diameter of a sphere that can encompass the entire segment


	Surface area mm2: the surface area of the segment in mm2


	Roundness: the roundness of the segment. Calculated from ratio of the area of the sphere calculated from the Feret diameter by the actual area. Value of 1 represents a spherical structure. See detailed definition here [https://www.insight-journal.org/browse/publication/301].


	Flatness: the flatness of the segment. Calculated from square root of the ratio of the second smallest principal moment by the smallest. Value of 0 represents a flat structure. See detailed definition here [https://www.insight-journal.org/browse/publication/301].


	Elongation: the elongation of the segment. Calculated from square root of the ratio of the second largest principal moment by the second smallest. See detailed definition here [https://www.insight-journal.org/browse/publication/301].


	Principal moments: the principal moments of inertia for each axes of the segment


	Principal axes: the principal axes of rotation of the segment


	Oriented bounding box: the non-axis aligned bounding box that encompasses the segment. Principal axis directions are used to orient the bounding box.






Scalar volume statistics

The values are computed from the binary labelmap representation of the segment, for the part that overlaps with the chosen scalar volume.


	Voxel count: the number of voxels in the segment


	Volume mm3: volume of that part of the segment that overlaps with the chosen scalar volume, in mm3


	Volume cm3: volume of that part of the segment that overlaps with the chosen scalar volume, in cm3


	Minimum: the minimum scalar value in the segment


	Maximum: the maximum scalar value in the segment


	Mean: the mean scalar value in the segment


	Median: the median scalar value in the segment


	Standard deviation: the standard deviation of scalar values in the segment (computed using corrected sample standard deviation formula)






Closed surface statistics

The values are computed from the closed surface representation of the segment.


	Surface area mm2: the surface area of the segment in mm2


	Volume mm3: the volume of the segment in mm3


	Volume cm3: the volume of the segment in cm3







Frequently asked questions


What is the difference between the surface and volume values computed by various plugins?

There are several ways of computing volume and surface of a segment. The main difference relates to the representation being used (3D binary image or surface mesh) and if the entire segment is used or only the part that overlaps with the selected scalar volume. Difference between the values should be very small, less than one percent, so it usually does not matter which one is used. Usually it does not matter which plugin is used, but to minimize variance between values, it is recommended to consistently use the same plugin within a study.

How to choose between plugins:


	The Labelmap plugin is a good choice for computing the volume of a segment for most cases. The volume is computed from the number of voxels multiplied by the volume of a singlevoxel. By default, surface computation in Labelmap plugin is disabled - either enable Surface mm2 measurement in advanced settings to make this plugin compute surface area; or click Show 3D button to create closed surface representation for the segment and then get surface area from Closed surface plugin.


	If primarily the closed surface representation of the segmentation is used (e.g., 3D visualization, 3D printing) then it may be more appropriate to use the Closed surface plugin to compute both the volume and surface of the segment. The values are computed from the closed surface representation of the segmentation that is shown in 3D views.


	If the scalar volume input is set in the module then the Scalar volume plugin computes image intensity statistics for each segment. In this case, using values provided by the Scalar volume plugin makes sense. Surface and volume values are computed by the same method as in Labelmap plugin, the only difference is that the values are computed for only that part of the segments that overlap with the scalar volume.







Related Modules


	Segmentations module allows changing conversion options, such as decimation and smoothing when converting from labelmap to closed surface representations, which are mainly for visualization, but can have an impact on some statistics such as volume and surface area.  The Segmentations module can also be used for exporting/importing segments to/from other nodes (models, labelmap volumes), and moving or copying segments between segmentation nodes.


	Segment Editor module for segmentation of volumes using tools for editing (paint, draw, erase, level tracing, grow from seeds, threshold, etc.)






Information for developers

See examples for calculating statistics from your own modules in the Slicer script repository.
Additional plugins for computation of other statistical measurements may be registered by subclassing SegmentStatisticsPluginBase.py [https://github.com/Slicer/Slicer/blob/main/Modules/Scripted/SegmentStatistics/SegmentStatisticsPlugins/SegmentStatisticsPluginBase.py], and registering the plugin with SegmentStatisticsLogic.
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Sequences


Overview

The Sequences module can create and visualize sequences of nodes, for example time 4D CT, cine-MRI, 4D ultrasound, or navigated 2D ultrasound. The module is not limited to just image sequences as it works for sequences of any other nodes (transforms, markups, …) including their display properties. Multiple sequences can be replayed in real-time, optionally synchronized, to visualize the contents in 2D and 3D.
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Use cases


Explore Sequences module using sample data

Option A. Load sample data sets using “Sample Data” module


	Go to the Sample Data module and click on one of these data sets:


	CTPCardioSeq: cardiac 4D perfusion CT


	CTCardioSeq: cardiac 4D coronary CT






	Use the toolbar to start replay or browse time points




Option B. Download scene files and load them into the application


	Download one of these scene files:


	Deformation of a 3D model [https://github.com/SlicerRt/SequencesData/raw/master/SampleSceneModelDeformation.mrb]


	Ultrasound-guided needle insertion: moving tracked ultrasound image and tools, synchronized replay of image ad transforms [https://github.com/SlicerRt/SequencesData/raw/master/SampleSceneUsGuidedNeedleInsertion.mrb]






	Load the downloaded .mrb scene file into Slicer by drag-and-dropping the file to the application window then clicking OK


	Use the toolbar to start replay or browse time points






Recording node changes into a sequence node


	Go to Sequences module.


	If a node is not selected in the Sequence browser selector then click on it and choose Create new SequenceBrowser.


	Click the green + button next to (new sequence). This creates a new sequence that will store the segmentation for each timepoint.


	In the Proxy node column and in the last row of the table, choose the node that you want to record changes. This indicates that this sequence will store states of the chosen segmentation node.


	Check the Save changes checkbox to allow modifying the sequence by editing the segmentation node.- Click the record button (red dot) in the sequence browser toolbar and start modifying the node to record changes.


	Click the record button (red dot) in the sequence browser toolbar and start modifying the node to record changes.


	Click the stop button in the sequence browser toolbar to stop recording.


	Move the slider or click the play button in the sequence browser toolbar to review recorded data.






Creating sequences from a set of nodes


	Load all your nodes (volumes, models, etc.) into Slicer - these will be referred to as data nodes


	Open the Sequences module


	Switch to the Sequences tab


	Click Select a Sequence, choose Create new Sequence


	In the Add/remove data nodes section select your first data node in the list and click the left arrow button


	Repeat this for all data nodes: select the next data node and click the left arrow button (Slicer will automatically jump to the next data node of the same type, so you may need to keep clicking the arrow button)


	To replay the sequence that you have just created: switch to Sequence browser tab


	Click on Select a Sequence in the Master node list and select your sequence node (it is called Sequence by default)


	Press the play button to start replay of the data


	Go to the Data module and select all input data nodes. Right-click and choose to delete them, to prevent them from occluding the view.


	To visualize a volume in 2D: drag-and-drop the Sequence [time=…] node into a slice view


	To visualize a volume in 3D viewer using volume rendering: drag-and-drop the Sequence [time=…] node into a 3D view






Create a segmentation node sequence

To allow segmenting each time point of the image, you need to create a segmentation sequence:


	Create a new Segmentation node (e.g., by segmenting the image at one timepoint)


	Go to the Sequences module


	Click the green + button next to (new sequence). This creates a new sequence that will store the segmentation for each timepoint.


	Choose your segmentation node in the Proxy node column and in the last row of the table. This indicates that this sequence will store states of the chosen segmentation node.


	Check the Save changes checkbox to allow modifying the sequence by editing the segmentation node.






Convert MultiVolume node to Sequence node

If your data is in a MultiVolume node, you can convert it to a Sequence node by following these steps:


	Save your 4D volume (to a .nrrd file)


	Load the saved .nrrd file as a sequence node: in the Add data dialog, select Volume Sequence in the Description column






Load DICOM file as Sequence node

In Application settings / DICOM / MultiVolumeImporterPlugin / Preferred multi-volume import format, select “volume sequence”. After this, volume sequences will be loaded as Sequence nodes by default.

It is also possible to choose the import format for each loaded DICOM data set, by following these steps:


	Open the DICOM browser, select data set to load


	Check the “Advanced” checkbox


	Click “Examine”


	In the populated table, check the checkbox in the row that contains “… frames Volume Sequence by …” (to load data set as multi-volume node, select row “… frames Multivolume by …”)







Definitions


	Sequence: Contains an ordered array of data nodes, each data node is tagged with an index value.


	Data node: A regular MRML node, one item in the sequence. Data nodes are stored privately inside the sequence, therefore they are not visible in the main scene (where the sequence node is located). Singleton nodes are not allowed to be stored as data nodes. Sequence nodes can be data nodes, therefore a sequence of sequence nodes can be used to represent higher-dimensional data sets.


	Sequence index: The index describes the dimension of the data node sequence. The index name (such as “time”), unit (such as “s”), and type (such as “numeric” or “text”) is the same for the whole sequence. The index value is specified for each data node. The index type information is used for sorting (numerical or string sorting) and for matching the index values (in the case of a numerical index we can find the closest data node even if there is no perfectly matching index value).


	Sequence browsing: A sequence node only contains the data nodes, but does not store any node relationships, such as parent transform, display properties, etc. These relationships can be only defined for the virtual output nodes that are generated by the Sequence browser module. Several browser nodes can be created to visualize data from the same sequence to support comparing multiple different time points from the same sequence.


	Proxy node: The sequence browser node creates a copy of the selected privately stored data node in the main scene. This copy is the proxy node (formerly virtual output node).
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Crop volume sequence


Overview

This module can crop&resample all the volumes of a volume sequence using the same region.



Panels and their use


	Parameters:


	Input volume sequence: sequence node that contain volume nodes that will be cropped


	Output volume sequence: sequence node to store the cropped input volume sequence


	Crop volume settings: crop&resample settings. Click the green arrow button to go to the Crop volume module to edit these settings.










Related extensions and modules

This module internally uses Crop volume module to apply crop&resample operation on each volume of the sequence.
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MultiVolumeImporter


Overview

This module can load multiple images - referred to as “frames” - as a multi-volume. Each frame can be a 2D or 3D image, must have the same geometry (origin, spacing, axis directions, extents), and have only a single scalar component.


Note

This module is being phased out. It will be replaced by the more generic Sequences module, which can handle any type of images, geometry does not need to be the same for all frames, and can store not only images, but any other node types (images, transforms, markups, etc.). Therefore, it is generally recommended to use Sequences module instead.





Use cases

Most frequently used for these scenarios:


	Import multiple frames from files in a folder. Each frame must be stored as a separate NRRD, NIfTI, or any other image format supported by 3D Slicer.


	Import multiple frames from DICOM. This module registers a reader plugin in the DICOM module. The plugin automatically recognizes image sequences and loads them as a multivolume data set. In the application settings -> DICOM -> MultiVolumeImporterPlugin section, Preferred multi-volume import format setting specifies if DICOM image sequences will be read as multi-volume or a volume sequence. It is generally recommended to use volume sequence, as multi-volumes will be phased out.






Tutorials

Sample datasets are available:


	CTCardioMultiVolume.zip [https://github.com/Slicer/SlicerDataStore/releases/download/SHA256/db316acece8767d581dcd0ec068b1f61c289d8843b932a7eecf0ef724926e3da]: ECG-gated contrast-enhanced cardiac CT, 10 frames, each saved as a nrrd file - the file must be renamed after downloading






Panels and their use


	Basic settings


	Input directory: location of the input data as a collection of frames.


	Frames can be in independent volume files or a single 4D NIfTI file with the selected directory.


Warning

The only files contained in the directory from which you are trying to import should be image volumes. The module will attempt to read each of these files.

If you use non-DICOM input data type, the frames will be sorted based on the alphanumerical order of the frame filenames. If you have more than 10 frames, you should name them as follows to make sure they are ordered correctly, for example:


	Correct naming: frame001.nrrd, frame002.nrrd, …, frame023.nrrd, …, frame912.nrrd


	Incorrect naming: frame1.nrrd, frame2.nrrd, …, frame14.nrrd, …, frame1045.nrrrd.












	Output node: MultiVolume node that will keep the loaded data. You need to create a new node or select and existing one when importing the data.






	Advanced settings: contains elements that can be changed by the user. These items will be associated with the resulting multivolume, and will be available in case they are needed for the subsequent post-processing of the data (e.g., for pharmacokinetic modeling)


	Frame identifying DICOM tag: in all modes, shows the DICOM tag that will be used to separate individual frames/volumes in the DICOM series. This field does not have meaning when the input data type is non-DICOM.


	Frame identifying units: automatically populated for pre-defined tags. Needs to be defined for other input data types.


	Initial value and Step: specify values of the frame-identifying units for non-DICOM data type.


	Import button: once the panels are populated with the appropriate settings, hit this button to import the dataset into Slicer. Note that depending on the size of the data this operation can take significant time, so be patient.










Related modules


	MultiVolumeExplorer module can be used for browsing the multi-volume data set after it is imported using MultiVolumeImporter module.


	PkModeling extension [http://qiicr.org/tool/PkModeling/] can be used for pharmacokinetic analysis of the DCE MRI data.


	Sequences is a more generic version of MultiVolumeImporter/MultiVolumeExplorer module. Eventually, multi-volume modules will be deprecated and removed from 3D Slicer and only Sequences module will remain.






Information for developers

Development of this module was initiated at the 2012 NA-MIC Project week in Salt Lake City, UT [https://www.na-mic.org/wiki/2012_Project_Week:4DImageSlicer4].

This module is an Slicer module stored in a separate repository, but bundled in the Slicer installation package. The source code is available on Github at https://github.com/fedorov/MultiVolumeImporter.
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MultiVolumeExplorer


Overview

This module allows browsing of frames of multi-volume data, such as a time sequence of images.


Note

This module is being phased out. It will be replaced by the more generic Sequences module, which can handle any type of images, geometry does not need to be the same for all frames, and can store not only images, but any other node types (images, transforms, markups, etc.). Therefore, it is generally recommended to use Sequences module instead.
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Use cases

Most frequently used for these scenarios:


	Visualization of a DICOM dataset that contains multiple frames that can be separated based on some tag (e.g., DCE MRI data, where individual temporally resolved frames are identified by Trigger Time tag (0018,1060)


	Visualization of multiple frames defined in the same coordinate frame, saved as individual volumes in NRRD, NIfTI, or any other image format supported by 3D Slicer.


	Exploration of the multivolume data (cine mode visualization, plotting volume rendering).






Tutorials


	Exploration and Study of MultiVolume Image Data using 3D Slicer [http://www.slicer.org/w/img_auth.php/8/8d/MultiVolumeExplorer_Meysam_SNR-April2013-v4.pdf] (Meysam Torabi and Andrey Fedorov)


	Video tutorial [http://youtu.be/zqZIx77Z4VI]




Sample datasets are available:


	CTCardioMultiVolume.zip [https://github.com/Slicer/SlicerDataStore/releases/download/SHA256/db316acece8767d581dcd0ec068b1f61c289d8843b932a7eecf0ef724926e3da]: ECG-gated contrast-enhanced cardiac CT, 10 frames, each saved as a nrrd file - the file must be renamed after downloading


	Prostate DCE-MRI series


	Native DICOM format: DCE_series.zip [https://github.com/Slicer/SlicerDataStore/releases/download/SHA256/7f8b8cdfb5e925a42ba4a59b294213147594d39fd3b75745145cb85fdb408f50] - the file must be renamed after downloading


	MultiVolume 4D NRRD format: DCE_series.nrrd [https://github.com/Slicer/SlicerDataStore/releases/download/SHA256/ec7f72801ebdf5ae140f59670e0e38cd1e845767c5d6ffdf9ae65e2b8f06731f] - the file must be renamed after downloading










Panels and their use


Note

Before the module can be used, you should import the data into a MultiVolume node that you can choose as input in this module. There are two options to do this


	If your data is in DICOM format: import it into Slicer DICOM database using DICOM module. Once imported, double-click on the series containing the multi-frame data in the DICOM browser. If DICOM module detects multi-frame dataset in the series (and default image sequence loading format is set to multi-volume) then the series will be loaded as a multi-volume.


	If your data is in non-DICOM format (stored as a collection of NRRD/NIFTI/etc. volumes per time-point): import the images using MultiVolumeImporter module to first create a multi-volume node from your file collection, and then use that as input in MultiVolumeExplorer module.







	Input multivolume: select the multi-volume node you would like to explore.


	Input secondary multivolume: select an additional multi-volume node you would like to explore.


	Frame control:


	Current frame number: you can use the slider or spin-box to select the currently shown frame.


	Play button can be used to activate ‘cine’ view mode, with the frames being shown in a continuous mode.


	Current frame copy: If Enable copying while sliding is enabled then each time the currently shown frame is changed, it will be copied to a scalar volume node.


	Current frame click-to-copy: The current frame is copied into the selected volume node when the Copy frame button is clicked. This is useful in situations when you want to do processing of an individual frame (e.g., segmentation), or if you want to show volume rendering of a selected frame.






	Plotting:


	Interactive plotting: When enabled, the chart will display the intensity values at the spatial location defined by the current cursor position, which can be set by moving the mouse cursor in a slice view, while holding down the Shift key. The range of the Y axis can be either fixed to the maximum intensity over all of the voxels/all frames of the dataset (if the fixed axis extent checkbox is selected), or otherwise will be adjusted dynamically to the signal range of the probed voxel curve.


	Static plotting: This mode was developed for plotting intensity changes within designated regions. This mode is no longer available, but a new module will be added that provides this feature for volume sequences (using Sequences module).










Related modules


	MultiVolumeImporter module can be used for creating multi-volume data from separate volume files or load from a multi-frame DICOM series.


	PkModeling extension [http://qiicr.org/tool/PkModeling/] can be used for pharmacokinetic analysis of the DCE MRI data.


	Sequences is a more generic version of MultiVolumeImporter/MultiVolumeExplorer module. Eventually, multi-volume modules will be deprecated and removed from 3D Slicer and only Sequences module will remain.






Information for developers

Development of this module was initiated at the 2012 NA-MIC Project week in Salt Lake City, UT [https://www.na-mic.org/wiki/2012_Project_Week:4DImageSlicer4].

This module is an Slicer module stored in a separate repository, but bundled in the Slicer installation package. The source code is available on Github at https://github.com/fedorov/MultiVolumeExplorer.
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DMRI Install


Overview

A helper for enabling DMRI functionality.  Historically, DMRI functionality was part of the Slicer core and some infrastructue was not easy to move to the extension.  This module helps users re-enable the full functionality.



Panels and their use


	Install SlicerDMRI: Triggers the extension manager process.
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Diffusion-weighted DICOM Import (DWIConvert)


Overview

Converts diffusion weighted MR images in DICOM series into NRRD format for analysis in Slicer. This program has been tested on only a limited subset of DTI DICOM formats available from Siemens, GE, and Philips scanners. Work in progress to support DICOM multi-frame data. The program parses DICOM header to extract necessary information about measurement frame, diffusion weighting directions, b-values, etc, and write out a NRRD image. For non-diffusion weighted DICOM images, it loads in an entire DICOM series and writes out a single dicom volume in a .nhdr/.raw pair.



Use cases


	Loading DICOM diffusion MRI data into Slicer.


	Conversion of diffusion weighted images (DWIs) from DICOM format to nrrd or nifti formats.






Tutorials


	Tutorials: https://dmri.slicer.org/docs/






Panels and their use


Conversion Options: Options that are used for all conversion modes


	Input DWI Volume file (inputVolume): Input DWI volume – not used for DicomToNrrd mode.


	Output DWI Volume file (outputVolume): Output filename (.nhdr or .nrrd)






Dicom To Nrrd Conversion Parameters: Parameters for Dicom to NRRD Conversion


	Input Dicom Data Directory (inputDicomDirectory): Directory holding Dicom series






NiftiFSL To Nrrd Conversion Parameters: NiftiFSL To Nrrd Conversion Parameters


	FSL NIfTI File (fslNIFTIFile): 4D NIfTI file containing gradient volumes


	Input bval file (inputBValues): The B Values are stored in FSL .bval text file format


	Input bvec file (inputBVectors): The Gradient Vectors are stored in FSL .bvec text file format






Nrrd To NiftiFSL Conversion Parameters: Nrrd To NiftiFSL (NrrdToFSL) Conversion Parameters


	Output nii file (outputNiftiFile): Nifti output filename (for Slicer GUI use).


	Output bval file (outputBValues): The B Values are stored in FSL .bval text file format (defaults to .bval)
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DWI Cleanup (BRAINS)


Overview

Remove bad gradients/volumes from DWI NRRD file.



Panels and their use


Input Parameters:


	Input Image Volume (inputVolume): Required: input image is a 4D NRRD image.


	NRRD File with bad gradients removed. (outputVolume): given a list of


	list of bad gradient volumes (badGradients):
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Add Scalar Volumes


Overview

Adds two images. Although all image types are supported on input, only signed types are produced. The two images do not have to have the same dimensions.



Panels and their use


IO: Input/output parameters


	Input Volume 1 (inputVolume1): Input volume 1


	Input Volume 2 (inputVolume2): Input volume 2


	Output Volume (outputVolume): Volume1 + Volume2






Advanced: Advanced parameters for fine-tune the computation.


	Interpolation order (order): Order of the polynomial interpolation that is used if two images have different geometry (origin, spacing, axis directions, or extents): 0 = nearest neighbor, 1 = linear, 2 = quadratic, 3 = cubic interpolation.
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Cast Scalar Volume


Overview

Cast a volume to a given data type.\nUse at your own risk when casting an input volume into a lower precision type!\nAllows casting to the same type as the input volume.



Panels and their use


IO: Input/output parameters


	Input Volume (InputVolume): Input volume, the volume to cast.


	Output Volume (OutputVolume): Output volume, cast to the new type.






Filter Settings:


	Output Type (Type): Scalar data type for the new output volume.
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Curvature Anisotropic Diffusion


Overview

Performs anisotropic diffusion on an image using a modified curvature diffusion equation (MCDE).\n\nMCDE does not exhibit the edge enhancing properties of classic anisotropic diffusion, which can under certain conditions undergo a ‘negative’ diffusion, which enhances the contrast of edges.  Equations of the form of MCDE always undergo positive diffusion, with the conductance term only varying the strength of that diffusion. \n\n Qualitatively, MCDE compares well with other non-linear diffusion techniques.  It is less sensitive to contrast than classic Perona-Malik style diffusion, and preserves finer detailed structures in images.  There is a potential speed trade-off for using this function in place of Gradient Anisotropic Diffusion.  Each iteration of the solution takes roughly twice as long.  Fewer iterations, however, may be required to reach an acceptable solution.



Panels and their use


Anisotropic Diffusion Parameters: Parameters for the anisotropic diffusion algorithm


	Conductance (conductance): Conductance controls the sensitivity of the conductance term. As a general rule, the lower the value, the more strongly the filter preserves edges. A high value will cause diffusion (smoothing) across edges. Note that the number of iterations controls how much smoothing is done within regions bounded by edges.


	Iterations (numberOfIterations): The more iterations, the more smoothing. Each iteration takes the same amount of time. If it takes 10 seconds for one iteration, then it will take 100 seconds for 10 iterations. Note that the conductance controls how much each iteration smooths across edges.


	Time Step (timeStep): The time step depends on the dimensionality of the image. In Slicer the images are 3D and the default (.0625) time step will provide a stable solution.






IO: Input/output parameters


	Input Volume (inputVolume): Input volume to be filtered


	Output Volume (outputVolume): Output filtered
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Gaussian Blur Image Filter


Overview

Apply a gaussian blur to an image



Panels and their use


IO: Input/output parameters


	Sigma (sigma): Sigma value in physical units (e.g., mm) of the Gaussian kernel


	Input Volume (inputVolume): Input volume


	Output Volume (outputVolume): Blurred Volume
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Gradient Anisotropic Diffusion


Overview

Runs gradient anisotropic diffusion on a volume.\n\nAnisotropic diffusion methods reduce noise (or unwanted detail) in images while preserving specific image features, like edges.  For many applications, there is an assumption that light-dark transitions (edges) are interesting.  Standard isotropic diffusion methods move and blur light-dark boundaries.  Anisotropic diffusion methods are formulated to specifically preserve edges. The conductance term for this implementation is a function of the gradient magnitude of the image at each point, reducing the strength of diffusion at edges. The numerical implementation of this equation is similar to that described in the Perona-Malik paper, but uses a more robust technique for gradient magnitude estimation and has been generalized to N-dimensions.



Panels and their use


Anisotropic Diffusion Parameters: Parameters for the anisotropic diffusion algorithm


	Conductance (conductance): Conductance controls the sensitivity of the conductance term. As a general rule, the lower the value, the more strongly the filter preserves edges. A high value will cause diffusion (smoothing) across edges. Note that the number of iterations controls how much smoothing is done within regions bounded by edges.


	Iterations (numberOfIterations): The more iterations, the more smoothing. Each iteration takes the same amount of time. If it takes 10 seconds for one iteration, then it will take 100 seconds for 10 iterations. Note that the conductance controls how much each iteration smooths across edges.


	Time Step (timeStep): The time step depends on the dimensionality of the image. In Slicer the images are 3D and the default (.0625) time step will provide a stable solution.






IO: Input/output parameters


	Input Volume (inputVolume): Input volume to be filtered


	Output Volume (outputVolume): Output filtered






Advanced: Advanced parameters for the anisotropic diffusion algorithm


	Use image spacing (useImageSpacing): ![CDATA[Take into account image spacing in the computation.  It is advisable to turn this option on, especially when the pixel size is different in different dimensions. However, to produce results consistent with Slicer4.2 and earlier, this option should be turned off.]]
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Grayscale Fill Hole Image Filter


Overview

GrayscaleFillholeImageFilter fills holes in a grayscale image.  Holes are local minima in the grayscale topography that are not connected to boundaries of the image. Gray level values adjacent to a hole are extrapolated across the hole.\n\nThis filter is used to smooth over local minima without affecting the values of local maxima.  If you take the difference between the output of this filter and the original image (and perhaps threshold the difference above a small value), you’ll obtain a map of the local minima.\n\nThis filter uses the itkGrayscaleGeodesicErodeImageFilter.  It provides its own input as the “mask” input to the geodesic erosion.  The “marker” image for the geodesic erosion is constructed such that boundary pixels match the boundary pixels of the input image and the interior pixels are set to the maximum pixel value in the input image.\n\n Geodesic morphology and the Fillhole algorithm is described in Chapter 6 of Pierre Soille’s book “Morphological Image Analysis: Principles and Applications”, Second Edition, Springer, 2003. \n\n A companion filter, Grayscale Grind Peak, removes peaks in grayscale images.



Panels and their use


IO: Input/output parameters


	Input Volume (inputVolume): Input volume to be filtered


	Output Volume (outputVolume): Output filtered
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Grayscale Grind Peak Image Filter


Overview

GrayscaleGrindPeakImageFilter removes peaks in a grayscale image. Peaks are local maxima in the grayscale topography that are not connected to boundaries of the image. Gray level values adjacent to a peak are extrapolated through the peak.\n\nThis filter is used to smooth over local maxima without affecting the values of local minima.  If you take the difference between the output of this filter and the original image (and perhaps threshold the difference above a small value), you’ll obtain a map of the local maxima.\n\nThis filter uses the GrayscaleGeodesicDilateImageFilter.  It provides its own input as the “mask” input to the geodesic erosion.  The “marker” image for the geodesic erosion is constructed such that boundary pixels match the boundary pixels of the input image and the interior pixels are set to the minimum pixel value in the input image.\n\nThis filter is the dual to the GrayscaleFillholeImageFilter which implements the Fillhole algorithm.  Since it is a dual, it is somewhat superfluous but is provided as a convenience.\n\nGeodesic morphology and the Fillhole algorithm is described in Chapter 6 of Pierre Soille’s book “Morphological Image Analysis: Principles and Applications”, Second Edition, Springer, 2003.\n\nA companion filter, Grayscale Fill Hole, fills holes in grayscale images.



Panels and their use


IO: Input/output parameters


	Input Volume (inputVolume): Input volume to be filtered


	Output Volume (outputVolume): Output filtered
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Mask Scalar Volume


Overview

Masks two images. The output image is set to 0 everywhere except where the chosen label from the mask volume is present, at which point it will retain it’s original values. The two images do not have to have the same dimensions.



Panels and their use


Input and Output: Input/output parameters


	Input Volume (InputVolume): Input volume to be masked


	Mask Volume (MaskVolume): Label volume containing the mask


	Masked Volume (OutputVolume): Output volume: Input Volume masked by label value from Mask Volume






Settings: Filter settings


	Label value (Label): Label value in the Mask Volume to use as the mask


	Replace value (Replace): Value to use for the output volume outside of the mask
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Median Image Filter


Overview

The MedianImageFilter is commonly used as a robust approach for noise reduction. This filter is particularly efficient against “salt-and-pepper” noise. In other words, it is robust to the presence of gray-level outliers. MedianImageFilter computes the value of each output pixel as the statistical median of the neighborhood of values around the corresponding input pixel.



Panels and their use


Median Filter Parameters: Parameters for the median filter


	Neighborhood Size (neighborhood): The size of the neighborhood in each dimension






IO: Input/output parameters


	Input Volume (inputVolume): Input volume to be filtered


	Output Volume (outputVolume): Output filtered
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Multiply Scalar Volumes


Overview

Multiplies two images. Although all image types are supported on input, only signed types are produced. The two images do not have to have the same dimensions.



Panels and their use


IO: Input/output parameters


	Input Volume 1 (inputVolume1): Input volume 1


	Input Volume 2 (inputVolume2): Input volume 2


	Output Volume (outputVolume): Volume1 * Volume2






Controls: Control how the module operates


	Interpolation order (order): Interpolation order if two images are in different coordinate frames or have different sampling.
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N4ITK MRI Bias correction


Overview

Performs image bias correction using N4 algorithm. This module is based on the ITK filters contributed in the following publication:  Tustison N, Gee J “N4ITK: Nick’s N3 ITK Implementation For MRI Bias Field Correction”, The Insight Journal 2009 January-June, https://hdl.handle.net/10380/3053



Panels and their use


IO: Input/output parameters


	Input Image (inputImageName): Input image where you observe signal inhomegeneity


	Mask Image (maskImageName): Binary mask that defines the structure of your interest. NOTE: This parameter is OPTIONAL. If the mask is not specified, the module will use internally Otsu thresholding to define this mask. Better processing results can often be obtained when a meaningful mask is defined.


	Output Volume (outputImageName): Result of processing


	Output bias field image (outputBiasFieldName): Recovered bias field (OPTIONAL)






N4 Parameters:


	BSpline grid resolution (initialMeshResolution): Resolution of the initial bspline grid defined as a sequence of three numbers. The actual resolution will be defined by adding the bspline order (default is 3) to the resolution in each dimension specified here. For example, 1,1,1 will result in a 4x4x4 grid of control points. This parameter may need to be adjusted based on your input image. In the multi-resolution N4 framework, the resolution of the bspline grid at subsequent iterations will be doubled. The number of resolutions is implicitly defined by Number of iterations parameter (the size of this list is the number of resolutions)


	Spline distance (splineDistance): An alternative means to define the spline grid, by setting the distance between the control points. This parameter is used only if the grid resolution is not specified.


	Bias field Full Width at Half Maximum (bfFWHM): Bias field Full Width at Half Maximum. Zero implies use of the default value.






Advanced N4 Parameters: Advanced parameters of the algorithm


	Number of iterations (numberOfIterations): Maximum number of iterations at each level of resolution. Larger values will increase execution time, but may lead to better results.


	Convergence threshold (convergenceThreshold): Stopping criterion for the iterative bias estimation. Larger values will lead to smaller execution time.


	BSpline order (bsplineOrder): Order of B-spline used in the approximation. Larger values will lead to longer execution times, may result in overfitting and poor result.


	Shrink factor (shrinkFactor): Defines how much the image should be upsampled before estimating the inhomogeneity field. Increase if you want to reduce the execution time. 1 corresponds to the original resolution. Larger values will significantly reduce the computation time.


	Weight Image (weightImageName): Weight Image


	Wiener filter noise (wienerFilterNoise): Wiener filter noise. Zero implies use of the default value.


	Number of histogram bins (nHistogramBins): Number of histogram bins. Zero implies use of the default value.
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CheckerBoard Filter


Overview

Create a checkerboard volume of two volumes. The output volume will show the two inputs alternating according to the user supplied checkerPattern. This filter is often used to compare the results of image registration. Note that the second input is resampled to the same origin, spacing and direction before it is composed with the first input. The scalar type of the output volume will be the same as the input image scalar type.



Panels and their use


CheckerBoard Parameters: Parameters for the checkerboard


	Checker Pattern (checkerPattern): The pattern of input 1 and input 2 in the output image. The user can specify the number of checkers in each dimension. A checkerPattern of 2,2,1 means that images will alternate in every other checker in the first two dimensions. The same pattern will be used in the 3rd dimension.






IO: Input/output parameters


	Input Volume 1 (inputVolume1): First Input volume


	Input Volume 2 (inputVolume2): Second Input volume


	Output Volume (outputVolume): Output filtered
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Extract Skeleton


Overview

Extract the skeleton of a binary object.  The skeleton can be limited to being a 1D curve or allowed to be a full 2D manifold.  The branches of the skeleton can be pruned so that only the maximal center skeleton is returned.



Panels and their use


IO: Input/output parameters


	Input Image (InputImageFileName): Input image


	Output Image (OutputImageFileName): Skeleton of the input image.






Skeleton: Skeleton parameters


	Skeleton type (SkeletonType): Type of skeleton to create. 1D extract centerline curve points. 2D extracts medial surface points.


	Extract full tree (FullTree): Include the full tree in the output, not just the longest branch.


	Number Of Points (NumberOfPoints): Number of points used to represent the skeleton


	Output points list (OutputPointsFileName): Name of the file to store the coordinates of the central (1D) skeleton points


	Output markups curve (OutputCurveFileName): Centerline points as markups curve
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Histogram Matching


Overview

Normalizes the grayscale values of a source image based on the grayscale values of a reference image.  This filter uses a histogram matching technique where the histograms of the two images are matched only at a specified number of quantile values.\n\nThe filter was originally designed to normalize MR images of the sameMR protocol and same body part. The algorithm works best if background pixels are excluded from both the source and reference histograms.  A simple background exclusion method is to exclude all pixels whose grayscale values are smaller than the mean grayscale value. ThresholdAtMeanIntensity switches on this simple background exclusion method.\n\n Number of match points governs the number of quantile values to be matched.\n\nThe filter assumes that both the source and reference are of the same type and that the input and output image type have the same number of dimension and have scalar pixel types.



Panels and their use


Histogram Matching Parameters: Parameters for Histogram Matching


	Number of Histogram Levels (numberOfHistogramLevels): The number of hisogram levels to use


	Number of Match Points (numberOfMatchPoints): The number of match points to use


	Threshold at mean (thresholdAtMeanIntensity): If on, only pixels above the mean in each volume are thresholded.






IO: Input/output parameters


	Input Volume (inputVolume): Input volume to be filtered


	Reference Volume (referenceVolume): Input volume whose histogram will be matched


	Output Volume (outputVolume): Output volume. This is the input volume with intensities matched to the reference volume.
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Image Label Combine


Overview

Combine two label maps into one



Panels and their use


IO: Input/output parameters


	Input Label Map A (InputLabelMap_A): Label map image


	Input Label Map B (InputLabelMap_B): Label map image


	Output Label Map (OutputLabelMap): Resulting Label map image






Label combination options: Selection of how to combine label maps


	First Label Overwrites Second (FirstOverwrites): Use first or second label when both are present
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Simple Filters


Overview

The SimpleFilters module provides a simple interface to hundreds of basic and advanced filters from ITK.

The algorithms available include binary morphology, grayscale morphology, denoising, thresholding, image intensity manipulation, region growing, FFT, and many advanced algorithms.



Panels and their use


	Filters section at the top enables the selection of one of the hundred of filters available. The Search text box is use quickly find a filter based on it’s name.


	Parameters section dynamically changes based of the Filter selected above, it presents a list of input filter and parameters which the filter needs. Along with the output image for the filter.


	Apply button at the bottom runs the filter.


	Cancel button can be used to stop a running filter.


	Restore Defaults button revert the filter parameters to their initial settings.


	LabelMap checkbox indicates if the selected output volume is a labelmap. This can be used for verifying if the selected output volume is appropriate for storing the filtering result.





Note

Most filters which take more than one image as input expect that all the inputs are of the same pixel type, and the images occupy the same physical space.




Tip

Many filters only work on float pixel type. When an integer image is used as input, the Exception thrown... Pixel type: ... integer is not supported... error message is displayed. To use such filters, the pixel type can be converted to float using Cast Scalar Volume module.



[image: ]



Filters




	Filter name
	Description





	AbsImageFilter
	Computes the absolute value of each pixel.



	AbsoluteValueDifferenceImageFilter
	Implements pixel-wise the computation of absolute value difference.



	AcosImageFilter
	Computes the inverse cosine of each pixel.



	AdaptiveHistogramEqualizationImageFilter
	Power Law Adaptive Histogram Equalization.



	AddImageFilter
	Pixel-wise addition of two images.



	AndImageFilter
	Implements the AND bitwise operator pixel-wise between two images.



	AntiAliasBinaryImageFilter
	A method for estimation of a surface from a binary volume.



	ApproximateSignedDistanceMapImageFilter
	Create a map of the approximate signed distance from the boundaries of a binary image.



	AsinImageFilter
	Computes the sine of each pixel.



	Atan2ImageFilter
	Computes two argument inverse tangent.



	AtanImageFilter
	Computes the one-argument inverse tangent of each pixel.



	BilateralImageFilter
	Blurs an image while preserving edges.



	BinShrinkImageFilter
	Reduce the size of an image by an integer factor in each dimension while performing averaging of an input neighborhood.



	BinaryClosingByReconstructionImageFilter
	binary closing by reconstruction of an image.



	BinaryContourImageFilter
	Labels the pixels on the border of the objects in a binary image.



	BinaryDilateImageFilter
	Fast binary dilation.



	BinaryErodeImageFilter
	Fast binary erosion.



	BinaryFillholeImageFilter
	Remove holes not connected to the boundary of the image.



	BinaryGrindPeakImageFilter
	Remove the objects not connected to the boundary of the image.



	BinaryMagnitudeImageFilter
	Computes the square root of the sum of squares of corresponding input pixels.



	BinaryMedianImageFilter
	Applies a version of the median filter optimized for binary images.



	BinaryMinMaxCurvatureFlowImageFilter
	Denoise a binary image using min/max curvature flow.



	BinaryMorphologicalClosingImageFilter
	binary morphological closing of an image.



	BinaryMorphologicalOpeningImageFilter
	binary morphological opening of an image.



	BinaryNotImageFilter
	Implements the BinaryNot logical operator pixel-wise between two images.



	BinaryOpeningByReconstructionImageFilter
	binary morphological closing of an image.



	BinaryProjectionImageFilter
	Binary projection.



	BinaryReconstructionByDilationImageFilter
	binary reconstruction by dilation of an image



	BinaryReconstructionByErosionImageFilter
	binary reconstruction by erosion of an image



	BinaryThinningImageFilter
	This filter computes one-pixel-wide edges of the input image.



	BinaryThresholdImageFilter
	Binarize an input image by thresholding.



	BinaryThresholdProjectionImageFilter
	BinaryThreshold projection.



	BinomialBlurImageFilter
	Performs a separable blur on each dimension of an image.



	BitwiseNotImageFilter
	Implements pixel-wise generic operation on one image.



	BlackTopHatImageFilter
	Black top hat extract local minima that are smaller than the structuring element.



	BoundedReciprocalImageFilter
	Computes 1/(1+x) for each pixel in the image.



	BoxMeanImageFilter
	Implements a fast rectangular mean filter using the accumulator approach.



	BoxSigmaImageFilter
	Implements a fast rectangular sigma filter using the accumulator approach.



	CannyEdgeDetectionImageFilter
	This filter is an implementation of a Canny edge detector for scalar-valued images. Based on John Canny's paper "A Computational Approach to Edge Detection"""



	CastImageFilter
	Casts input image's pixels to output pixel type.



	CheckerBoardImageFilter
	Combines two images in a checkerboard pattern.



	ClampImageFilter
	Casts input pixels to output pixel type and clamps the output pixel values to a specified range.



	ClosingByReconstructionImageFilter
	Closing by reconstruction of an image.



	ComplexToImaginaryImageFilter
	Computes pixel-wise the imaginary part of a complex image.



	ComplexToModulusImageFilter
	Computes pixel-wise the Modulus of a complex image.



	ComplexToPhaseImageFilter
	Computes pixel-wise the modulus of a complex image.



	ComplexToRealImageFilter
	Computes pixel-wise the real(x) part of a complex image.



	ComposeImageFilter
	ComposeImageFiltercombine several scalar images into a multicomponent image.



	ConfidenceConnectedImageFilter
	Segment pixels with similar statistics using connectivity.



	ConnectedComponentImageFilter
	Label the objects in a binary image.



	ConnectedThresholdImageFilter
	Label pixels that are connected to a seed and lie within a range of values.



	ConstantPadImageFilter
	Increase the image size by padding with a constant value.



	ConvolutionImageFilter
	Convolve a given image with an arbitrary image kernel.



	CosImageFilter
	Computes the cosine of each pixel.



	CropImageFilter
	Decrease the image size by cropping the image by an itk::Sizeat both the upper and lower bounds of the largest possible region.



	CurvatureAnisotropicDiffusionImageFilter
	Performs anisotropic diffusion on a scalar image using the modified curvature diffusion equation (MCDE).



	CurvatureFlowImageFilter
	Denoise an image using curvature driven flow.



	CyclicShiftImageFilter
	Perform a cyclic spatial shift of image intensities on the image grid.



	DanielssonDistanceMapImageFilter
	This filter computes the distance map of the input image as an approximation with pixel accuracy to the Euclidean distance.



	DerivativeImageFilter
	Computes the directional derivative of an image by convolution with a derivative operator of user-specified order.



	DilateObjectMorphologyImageFilter
	dilation of an object in an image



	DiscreteGaussianDerivativeImageFilter
	Calculates image derivatives using discrete derivative Gaussian kernels.



	DiscreteGaussianImageFilter
	Blurs an image by separable convolution with discrete gaussian kernels.



	DivideFloorImageFilter
	Implements pixel-wise generic operation of two images, or of an image and a constant.



	DivideImageFilter
	Pixel-wise division of two images.



	DivideRealImageFilter
	Implements pixel-wise generic operation of two images, or of an image and a constant.



	DoubleThresholdImageFilter
	Binarize an input image using double thresholding.



	EdgePotentialImageFilter
	Computes the edge potential of an image from the image gradient.



	EqualImageFilter
	Implements pixel-wise generic operation of two images, or of an image and a constant.



	ErodeObjectMorphologyImageFilter
	Erosion of an object in an image.



	ExpImageFilter
	Computes the exponential function of each pixel.



	ExpNegativeImageFilter
	Computes the function exp(-K.x) for each input pixel.



	ExpandImageFilter
	Expand the size of an image by an integer factor in each dimension.



	ExtractImageFilter
	Decrease the image size by cropping the image to the selected region bounds.



	FFTConvolutionImageFilter
	Convolve a given image with an arbitrary image kernel using multiplication in the Fourier domain.



	FFTNormalizedCorrelationImageFilter
	Calculate normalized cross correlation using FFTs.



	FFTShiftImageFilter
	Shift the zero-frequency components of a Fourier transform to the center of the image.



	FastApproximateRankImageFilter
	A separable rank filter.



	FastMarchingImageFilter
	Solve an Eikonal equation using Fast Marching.



	FlipImageFilter
	Flips an image across user specified axes.



	ForwardFFTImageFilter
	Base class for forward Fast Fourier Transform.



	GaborImageSource
	Generate an n-dimensional image of a Gabor filter.



	GaussianImageSource
	Generate an n-dimensional image of a Gaussian.



	GeodesicActiveContourLevelSetImageFilter
	Segments structures in images based on a user supplied edge potential map.



	GradientAnisotropicDiffusionImageFilter
	Performs anisotropic diffusion on a scalar image using the classic Perona-Malik, gradient magnitude based equation.



	GradientImageFilter
	Computes the gradient of an image using directional derivatives.



	GradientMagnitudeImageFilter
	Computes the gradient magnitude of an image region at each pixel.



	GradientMagnitudeRecursiveGaussianImageFilter
	Computes the Magnitude of the Gradient of an image by convolution with the first derivative of a Gaussian.



	GradientRecursiveGaussianImageFilter
	Computes the gradient of an image by convolution with the first derivative of a Gaussian.



	GrayscaleConnectedClosingImageFilter
	Enhance pixels associated with a dark object (identified by a seed pixel) where the dark object is surrounded by a brighter object.



	GrayscaleConnectedOpeningImageFilter
	Enhance pixels associated with a bright object (identified by a seed pixel) where the bright object is surrounded by a darker object.



	GrayscaleDilateImageFilter
	gray scale dilation of an image



	GrayscaleErodeImageFilter
	gray scale dilation of an image



	GrayscaleFillholeImageFilter
	Remove local minima not connected to the boundary of the image.



	GrayscaleGeodesicDilateImageFilter
	geodesic gray scale dilation of an image



	GrayscaleGeodesicErodeImageFilter
	geodesic gray scale erosion of an image



	GrayscaleGrindPeakImageFilter
	Remove local maxima not connected to the boundary of the image.



	GrayscaleMorphologicalClosingImageFilter
	gray scale dilation of an image



	GrayscaleMorphologicalOpeningImageFilter
	gray scale dilation of an image



	GreaterEqualImageFilter
	Implements pixel-wise generic operation of two images, or of an image and a constant.



	GreaterImageFilter
	Implements pixel-wise generic operation of two images, or of an image and a constant.



	GridImageSource
	Generate an n-dimensional image of a grid.



	HConcaveImageFilter
	Identify local minima whose depth below the baseline is greater than h.



	HConvexImageFilter
	Identify local maxima whose height above the baseline is greater than h.



	HMaximaImageFilter
	Suppress local maxima whose height above the baseline is less than h.



	HMinimaImageFilter
	Suppress local minima whose depth below the baseline is less than h.



	HalfHermitianToRealInverseFFTImageFilter
	Base class for specialized complex-to-real inverse Fast Fourier Transform.



	HausdorffDistanceImageFilter
	Computes the Hausdorff distance between the set of non-zero pixels of two images.



	HistogramMatchingImageFilter
	Normalize the grayscale values between two images by histogram matching.



	HuangThresholdImageFilter
	Threshold an image using the Huang Threshold.



	IntensityWindowingImageFilter
	Applies a linear transformation to the intensity levels of the input Imagethat are inside a user-defined interval.



	IntermodesThresholdImageFilter
	Threshold an image using the Intermodes Threshold.



	InverseDeconvolutionImageFilter
	The direct linear inverse deconvolution filter.



	InverseFFTImageFilter
	Base class for inverse Fast Fourier Transform.



	InvertIntensityImageFilter
	Invert the intensity of an image.



	IsoContourDistanceImageFilter
	Compute an approximate distance from an interpolated isocontour to the close grid points.



	IsoDataThresholdImageFilter
	Threshold an image using the IsoData Threshold.



	IsolatedConnectedImageFilter
	Label pixels that are connected to one set of seeds but not another.



	IsolatedWatershedImageFilter
	Isolate watershed basins using two seeds.



	JoinSeriesImageFilter
	Join N-D images into an (N+1)-D image.



	KittlerIllingworthThresholdImageFilter
	Threshold an image using the KittlerIllingworth Threshold.



	LabelContourImageFilter
	Labels the pixels on the border of the objects in a labeled image.



	LabelOverlayImageFilter
	Apply a colormap to a label image and put it on top of the input image.



	LabelToRGBImageFilter
	Apply a colormap to a label image.



	LabelVotingImageFilter
	Performs pixelwise voting among an arbitrary number of input images, where each of them represents a segmentation of the same image.



	LandweberDeconvolutionImageFilter
	Deconvolve an image using the Landweber deconvolution algorithm.



	LaplacianImageFilter
	This filter computes the Laplacian (i.e., the 2nd spatial derivative) of a scalar-valued image.



	LaplacianRecursiveGaussianImageFilter
	Computes the Laplacian of Gaussian (LoG) of an image.



	LaplacianSegmentationLevelSetImageFilter
	Segments structures in images based on a second derivative image features.



	LaplacianSharpeningImageFilter
	This filter sharpens an image using a Laplacian to to enhance rapid intensity change and therefore the edges.



	LessEqualImageFilter
	Implements pixel-wise generic operation of two images, or of an image and a constant.



	LessImageFilter
	Implements pixel-wise generic operation of two images, or of an image and a constant.



	LiThresholdImageFilter
	Threshold an image using the Li Threshold.



	Log10ImageFilter
	Computes the log10 of each pixel.



	LogImageFilter
	Computes the log() of each pixel.



	MagnitudeAndPhaseToComplexImageFilter
	Implements pixel-wise conversion of magnitude and phase data into complex voxels.



	MaskImageFilter
	Mask an image with a mask.



	MaskNegatedImageFilter
	Mask an image with the negative of a mask.



	MaskedFFTNormalizedCorrelationImageFilter
	Calculate masked normalized cross correlation using FFTs.



	MaximumEntropyThresholdImageFilter
	Threshold an image using the MaximumEntropy Threshold.



	MaximumImageFilter
	Implements a pixel-wise operator Max(a,b) between two images.



	MaximumProjectionImageFilter
	Maximum projection.



	MeanImageFilter
	Applies an averaging filter to an image.



	MeanProjectionImageFilter
	Mean projection.



	MedianImageFilter
	Applies a median filter to an image.



	MedianProjectionImageFilter
	Median projection.



	MinMaxCurvatureFlowImageFilter
	Denoise an image using min/max curvature flow.



	MinimumImageFilter
	Implements a pixel-wise operator Min(a,b) between two images.



	MinimumMaximumImageFilter
	Computes the minimum and the maximum intensity values of an image.



	MinimumProjectionImageFilter
	Minimum projection.



	MirrorPadImageFilter
	Increase the image size by padding with replicants of the input image value.



	ModulusImageFilter
	Computes the modulus (x % dividend) pixel-wise.



	MomentsThresholdImageFilter
	Threshold an image using the Moments Threshold.



	MorphologicalGradientImageFilter
	gray scale dilation of an image



	MorphologicalWatershedFromMarkersImageFilter
	Morphological watershed transform from markers.



	MorphologicalWatershedImageFilter
	Watershed segmentation implementation with morphological operators.



	MultiplyImageFilter
	Pixel-wise multiplication of two images.



	N4BiasFieldCorrectionImageFilter
	Implementation of the N4 bias field correction algorithm.



	NaryAddImageFilter
	Pixel-wise addition of N images.



	NaryMaximumImageFilter
	Computes the pixel-wise maximum of several images.



	NeighborhoodConnectedImageFilter
	Label pixels that are connected to a seed and lie within a neighborhood.



	NoiseImageFilter
	Calculate the local noise in an image.



	NormalizeImageFilter
	Normalize an image by setting its mean to zero and variance to one.



	NormalizeToConstantImageFilter
	Scales image pixel intensities to make the sum of all pixels equal a user-defined constant.



	NormalizedCorrelationImageFilter
	Computes the normalized correlation of an image and a template.



	NotEqualImageFilter
	Implements pixel-wise generic operation of two images, or of an image and a constant.



	NotImageFilter
	Implements the NOT logical operator pixel-wise on an image.



	OpeningByReconstructionImageFilter
	Opening by reconstruction of an image.



	OrImageFilter
	Implements the OR bitwise operator pixel-wise between two images.



	OtsuMultipleThresholdsImageFilter
	Threshold an image using multiple Otsu Thresholds.



	OtsuThresholdImageFilter
	Threshold an image using the Otsu Threshold.



	PasteImageFilter
	Paste an image into another image.



	PatchBasedDenoisingImageFilter
	Derived class implementing a specific patch-based denoising algorithm, as detailed below.



	PermuteAxesImageFilter
	Permutes the image axes according to a user specified order.



	PhysicalPointImageSource
	Generate an image of the physical locations of each pixel.



	PowImageFilter
	Computes the powers of 2 images.



	ProjectedLandweberDeconvolutionImageFilter
	Deconvolve an image using the projected Landweber deconvolution algorithm.



	RankImageFilter
	Rank filter of a greyscale image.



	RealAndImaginaryToComplexImageFilter
	ComposeImageFiltercombine several scalar images into a multicomponent image.



	RealToHalfHermitianForwardFFTImageFilter
	Base class for specialized real-to-complex forward Fast Fourier Transform.



	ReconstructionByDilationImageFilter
	grayscale reconstruction by dilation of an image



	ReconstructionByErosionImageFilter
	grayscale reconstruction by erosion of an image



	RecursiveGaussianImageFilter
	Base class for computing IIR convolution with an approximation of a Gaussian kernel.



	RegionOfInterestImageFilter
	Extract a region of interest from the input image.



	RegionalMaximaImageFilter
	Produce a binary image where foreground is the regional maxima of the input image.



	RegionalMinimaImageFilter
	Produce a binary image where foreground is the regional minima of the input image.



	RelabelComponentImageFilter
	Relabel the components in an image such that consecutive labels are used.



	RenyiEntropyThresholdImageFilter
	Threshold an image using the RenyiEntropy Threshold.



	ResampleImageFilter
	Resample an image via a coordinate transform.



	RescaleIntensityImageFilter
	Applies a linear transformation to the intensity levels of the input Image.



	RichardsonLucyDeconvolutionImageFilter
	Deconvolve an image using the Richardson-Lucy deconvolution algorithm.



	STAPLEImageFilter
	Simultaneous Truth and Performance Level Estimation (STAPLE) algorithm for generating one segmentation from a set of segmentations.



	ScalarChanAndVeseDenseLevelSetImageFilter
	Dense implementation of the Chan and Vese multiphase level set image filter.



	ScalarConnectedComponentImageFilter
	A connected components filter that labels connected regions in an arbitrary image.



	ScalarImageKmeansImageFilter
	Classifies the intensity values of a scalar image using the K-Means algorithm.



	ScalarToRGBColormapImageFilter
	Implements pixel-wise intensity->rgb mapping operation on one image.



	ShanbhagThresholdImageFilter
	Threshold an image using the Shanbhag Threshold.



	ShapeDetectionLevelSetImageFilter
	Segments structures in images based on a user supplied edge potential map.



	ShiftScaleImageFilter
	Shift and scale the pixels in an image.



	ShrinkImageFilter
	Reduce the size of an image by an integer factor in each dimension.



	SigmoidImageFilter
	Computes the sigmoid function pixel-wise.



	SignedDanielssonDistanceMapImageFilter
	Computes the signed distance map of the input image as an approximation with pixel accuracy to the Euclidean distance.



	SignedMaurerDistanceMapImageFilter
	This filter calculates the Euclidean distance transform of a binary image in linear time for arbitrary dimensions.



	SimilarityIndexImageFilter
	Measures the similarity between the set of non-zero pixels of two images.



	SimpleContourExtractorImageFilter
	Computes an image of contours which will be the contour of the first image.



	SinImageFilter
	Computes the sine of each pixel.



	SliceImageFilter
	Slices an image based on a starting index and a stopping index, and a step size.



	SmoothingRecursiveGaussianImageFilter
	Computes the smoothing of an image by convolution with the Gaussian kernels implemented as IIR filters.



	SobelEdgeDetectionImageFilter
	A 2D or 3D edge detection using the Sobel operator.



	SqrtImageFilter
	Computes the square root of each pixel.



	SquareImageFilter
	Computes the square of the intensity values pixel-wise.



	SquaredDifferenceImageFilter
	Implements pixel-wise the computation of squared difference.



	StandardDeviationProjectionImageFilter
	Mean projection.



	SubtractImageFilter
	Pixel-wise subtraction of two images.



	SumProjectionImageFilter
	Sum projection.



	TanImageFilter
	Computes the tangent of each input pixel.



	TernaryAddImageFilter
	Pixel-wise addition of three images.



	TernaryMagnitudeImageFilter
	Pixel-wise addition of three images.



	TernaryMagnitudeSquaredImageFilter
	Pixel-wise addition of three images.



	ThresholdImageFilter
	Set image values to a user-specified value if they are below, above, or between simple threshold values.



	ThresholdMaximumConnectedComponentsImageFilter
	Finds the threshold value of an image based on maximizing the number of objects in the image that are larger than a given minimal size.



	ThresholdSegmentationLevelSetImageFilter
	Segments structures in images based on intensity values.



	TikhonovDeconvolutionImageFilter
	An inverse deconvolution filter regularized in the Tikhonov sense.



	TileImageFilter
	Tile multiple input images into a single output image.



	TriangleThresholdImageFilter
	Threshold an image using the Triangle Threshold.



	UnaryMinusImageFilter
	Computes the negative of each pixel.



	ValuedRegionalMaximaImageFilter
	Transforms the image so that any pixel that is not a regional maxima is set to the minimum value for the pixel type.



	ValuedRegionalMinimaImageFilter
	Transforms the image so that any pixel that is not a regional minima is set to the maximum value for the pixel type.



	VectorConfidenceConnectedImageFilter
	Segment pixels with similar statistics using connectivity.



	VectorConnectedComponentImageFilter
	A connected components filter that labels the objects in a vector image.



	VectorIndexSelectionCastImageFilter
	Extracts the selected index of the vector that is the input pixel type.



	VectorMagnitudeImageFilter
	Take an image of vectors as input and produce an image with the magnitude of those vectors.



	VotingBinaryHoleFillingImageFilter
	Fills in holes and cavities by applying a voting operation on each pixel.



	VotingBinaryImageFilter
	Applies a voting operation in a neighborhood of each pixel.



	VotingBinaryIterativeHoleFillingImageFilter
	Fills in holes and cavities by iteratively applying a voting operation.



	WarpImageFilter
	Warps an image using an input displacement field.



	WhiteTopHatImageFilter
	White top hat extract local maxima that are larger than the structuring element.



	WienerDeconvolutionImageFilter
	Restores an image convolved with a blurring kernel while keeping noise enhancement to a minimum.



	WrapPadImageFilter
	Increase the image size by padding with replicants of the input image value.



	XorImageFilter
	Computes the XOR bitwise operator pixel-wise between two images.



	YenThresholdImageFilter
	Threshold an image using the Yen Threshold.



	ZeroCrossingBasedEdgeDetectionImageFilter
	This filter implements a zero-crossing based edge detecor.



	ZeroCrossingImageFilter
	This filter finds the closest pixel to the zero-crossings (sign changes) in a signed image.



	ZeroFluxNeumannPadImageFilter
	Increase the image size by padding according to the zero-flux Neumann boundary condition.







Information for developers

Source code of the module is available at https://github.com/SimpleITK/SlicerSimpleFilters.
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	Jean-Cristophe Fillion Robin
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Subtract Scalar Volumes


Overview

Subtracts two images. Although all image types are supported on input, only signed types are produced. The two images do not have to have the same dimensions.



Panels and their use


IO: Input/output parameters


	Input Volume 1 (inputVolume1): Input volume 1


	Input Volume 2 (inputVolume2): Input volume 2


	Output Volume (outputVolume): Volume1 - Volume2






Controls: Control how the module operates


	Interpolation order (order): Interpolation order if two images are in different coordinate frames or have different sampling.







Contributors

Bill Lorensen (GE)
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Threshold Scalar Volume


Overview

Threshold an image.
Set image values to a user-specified outside value if they are below, above, or between simple threshold values.
ThresholdAbove: The values greater than or equal to the threshold value are set to OutsideValue.
ThresholdBelow: The values less than or equal to the threshold value are set to OutsideValue.
ThresholdOutside: The values outside the range Lower-Upper are set to OutsideValue.



Panels and their use


IO: Input/output parameters


	Input Volume (InputVolume): Input volume


	Output Volume (OutputVolume): Thresholded input volume






Filter Settings:


	Threshold Type (ThresholdType): What kind of threshold to perform. If Outside is selected, uses Upper and Lower values. If Below is selected, uses the ThresholdValue, if Above is selected, uses the ThresholdValue.


	Threshold Value (ThresholdValue): Threshold value


	Lower (Lower): Lower threshold value


	Upper (Upper): Upper threshold value


	Outside Value (OutsideValue): Set the voxels to this value if they fall outside the threshold range


	Negate Threshold (Negate): Swap the outside value with the inside value.







Contributors
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Voting Binary Hole Filling Image Filter


Overview

Applies a voting operation in order to fill-in cavities. This can be used for smoothing contours and for filling holes in binary images. This technique is used frequently when segmenting complete organs that may have ducts or vasculature that may not have been included in the initial segmentation, e.g. lungs, kidneys, liver.



Panels and their use


Binary Hole Filling Parameters: Parameters for Hole Filling


	Maximum Radius (radius): The radius of a hole to be filled


	Majority Threshold (majorityThreshold): The number of pixels over 50% that will decide whether an OFF pixel will become ON or not. For example, if the neighborhood of a pixel has 124 pixels (excluding itself), the 50% will be 62, and if you set a Majority threshold of 5, that means that the filter will require 67 or more neighbor pixels to be ON in order to switch the current OFF pixel to ON.


	Background (background): The value associated with the background (not object)


	Foreground (foreground): The value associated with the foreground (object)






IO: Input/output parameters


	Input Volume (inputVolume): Input volume to be filtered


	Output Volume (outputVolume): Output filtered







Contributors

Bill Lorensen (GE)
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Brain Deface from T1/T2 image (BRAINS)


Overview

This program: 1) will deface images from a set of images.  Inputs must be ACPC aligned, and AC, PC, LE, RE provided.



Panels and their use


Input Images: First Image, Second Image and Mask Image


	Landmarks File (inputLandmarks): Input Landmark File with LE, and RE points defined in physical locations


	Source Reference Image (inputVolume): Input images, all images must be in the exact same physical space, ACPC aligned and consistent with landmarks.


	Source Passive Images Image (passiveVolume): Input images not used in generating masks, all images must be in the exact same physical space as inputVolumes, ACPC aligned and consistent with landmarks.


	Optional Mask (inputMask): Optional pre-generated mask to use.






Output Files: Outputs from both MUSH generation and brain volume mask creation


	brain volume mask (outputMask): The brain volume mask generated from the MUSH image


	OutputDirectory (outputDirectory): The output directory to writing the defaced input files






Run Mode: Modify the program to only generate a mask


	No Mask Application (noMaskApplication): Do not apply the mask to the input images used to generate the mask






Output Image Intensity Normalization: Parameters for normalizing the output images.


	Upper Percentile (upperPercentile): Upper Intensity Percentile (0.99 default)


	Lower Percentile (lowerPercentile): Lower Intensity Percentile (0.01 default)


	Upper Output Intensity (upperOutputIntensity): Upper Output Intensity


	Lower Output Intensity (lowerOutputIntensity): Lower Output Intensity


	Upper Output Intensity (no_clip): Do not clip Values outside of this range to be the “Outside Value”


	Relative Scaling (no_relative): Do not scale to the relative percentiles of the output scale


	Debug Level (debugLevel): Level of Debugging (0=None)







Contributors

This tool is created by Hans J. Johnson.
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Strip Rotation (BRAINS)


Overview

Read an Image, write out same image with identity rotation matrix plus an ITK transform file



Panels and their use


Input Parameters:


	Image To Warp (inputVolume): Image To Warp


	Output Image (outputVolume): Resulting deformed image


	Transform file (transform): Filename for the transform file







Contributors
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Transform Convert (BRAINS)


Overview

Convert ITK transforms to higher order transforms



Panels and their use


IO: Input/output parameters


	Transform File Name To Convert (inputTransform):


	Reference image (referenceVolume):


	Output displacement field (displacementVolume):


	Transform File Name To Save ConvertedTransform (outputTransform):
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DICOM Patcher

This module fixes common errors in DICOM files to make them possible to import them into Slicer.

DICOM is a large and complex standard and device manufacturers and third-party software developers often make mistakes in their implementation. DICOM patcher module can recognize some common mistakes and certain known device-specific mistakes and create a modified copy of the DICOM files.


Panels and their use


	Input DICOM directory: folder containing the original, invalid DICOM files


	Output DICOM directory: folder that will contain the new, corrected DICOM files, typically this is a new, empty folder that is not a subfolder of the input DICOM directory


	Normalize file names: Replace file and folder names with automatically generated names. Fixes errors caused by file path containing special characters or being too long.


	Force same patient name and ID in each directory: Generate patient name and ID from the first file in a directory  and force all other files in the same directory to have the same patient name and ID. Enable this option if a separate patient directory is created for each patched file.


	Generate missing patient/study/series IDs: Generate missing patient, study, series IDs. It is assumed that all files in a directory belong to the same series. Fixes error caused by too aggressive anonymization or incorrect DICOM image converters.


	Generate slice position for multi-frame volumes: Generate ‘image position sequence’ for multi-frame files that only have ‘SliceThickness’ field. Fixes error in Dolphin 3D CBCT scanners.


	Partially anonymize: If checked, then some patient identifiable information will be removed from the patched DICOM files. There are many fields that can identify a patient, this function does not remove all of them.


	Patch: create a fixed up copy of input files in the output folder


	Import: import fixed up files into Slicer DICOM database


	Go to DICOM module: switches to DICOM module, to see the imported DICOM files in the DICOM browser






Tutorial


	If you have already attempted to import files from the input folder then delete that from the Slicer DICOM database: go to DICOM module, right-click on the imported patient, and click Delete.


	Go to DICOM Patcher module (in Utilities category)


	Select input DICOM directory


	Select a new, empty folder as Output DICOM directory


	Click checkboxes of each fix operations that must be performed


	Click Patch button to create a fixed up copy of input files in the output folder


	Click Import button to import fixed up files into Slicer DICOM database


	Click Go to DICOM module to see the imported DICOM files in the DICOM browser






Related Modules


	DICOM DICOM browser that lists all data sets in Slicer’s DICOM database.






Information for Developers

This is a Python scripted module. Source code is available here [https://github.com/Slicer/Slicer/blob/main/Modules/Scripted/DICOMPatcher/DICOMPatcher.py].



Contributors

Authors:


	Andras Lasso (PerkLab, Queen’s University)
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Endoscopy


Overview

Provides interactive animation of flythrough paths.



Basic use

Select the Dual 3D view in 3D Slicer so that you will be able to witness the flythrough from both first-person and third-person viewpoints, as well as in the displayed 2d-slice panes.  Use the Markups module or toolbar to create a curve or closed curve in 3D space.  You are now ready to use the Endoscopy module.



Panels and their use


Path

Selects the camera and curve to be manipulated.


	Camera: The camera used for the flythrough.


	Curve to modify: The curve defining the flythrough path control points.






Flythrough

Controls the animation.


	Play flythrough / Stop flythrough: Start or stop the flythrough animation.


	Frame: The current frame (step along the path).


	Frame Skip: Number of frames to skip (larger numbers make the animation go faster).


	Frame Delay: Time delay between animation frames (larger numbers make the animation go slower)


	View Angle: Field of view of the camera.  The default value of 30 degrees approximates normal camera lenses.  Larger numbers, such as 110 or 120 degrees approximate the wide angle lenses often used in endoscopy viewing systems.


	Save keyframe orientation / Update keyframe orientation: Press to indicate that a flythrough frame is a keyframe and that you have selected your desired camera orientation for this keyframe in the first-person, 3D viewing pane.  If you wish to update the orientation for a keyframe, use the Frame, First, Back, Next, or Last buttons to go to the frame, adjust the camera orientation, and hit this button again.


	Delete keyframe orientation: Discard the camera orientation associated with the selected keyframe.


	First: Press to go to the lowest-numbered keyframe.


	Back: Press to move backwards through the flythrough to the nearest keyframe.


	Next: Press to move forwards through the flythrough to the nearest keyframe.


	Last: Press to go to the highest-numbered keyframe




By default, both the flythrough path and the cursor that indicates the current position are not shown in the first-person 3d-viewing pane, but are shown in the other panes.  You can turn the visibility of the path or cursor on or off in any of these panes using the Data module.



Advanced

This functionality is retained to support older workflow requiring a model.  It is expected that current users will not use the features in this section.  Instead, a curve that is modified as above and then saved will retain its keyframe information and can be loaded and used at a later time.


	Output model: Select a name for the model to be exported


	Export as model: The flythrough will be exported as a model.







Contributors
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Screen Capture


Overview

This module is for creating videos, image sequences, or lightbox image from 3D and slice view contents.



Panels and their use


Input


	Main view: This view is used for capturing (rotated, sweeped, etc.).


	Capture all views: When enabled, all views in the layout will be captured. Otherwise, only the main view is captured. By capturing all views, it is possible to see the animated view (such as a moving slice) in 3D and in other slice views.


	Capture mode: specifies how the main view will be modified during capture.


	single frame: Acquire a single frame of selected main view or all views if “Capture all views” is enabled.


	3D rotation: Acquire video of a rotating 3D view. For smooth repeated display of a 360-degree rotation it is recommended to choose 31 or 61 as “Number of images”.


	slice sweep: Acquire video while going through selected range of image frames (for slice viewer only).


	slice fade: Acquire video while fading between the foreground and background image (for slice viewer only).).


	sequence: sequence: Acquire video while going through items in the selected sequence browser.



	3D rotation

	Slice sweep

	Slice fade

	Sequence





	[image: rotation animation]
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Output


	Output type:


	image series: Save screnshots as separate image files (in jpg or png file format).


	video: Save animation as a compressed video file. Requires installation of ffmpeg video encoder.


	lightbox image: Save screnshots as separate jpg pr png files.

[image: lightbox image]







	Number of images: Defines how many frames are generated in the specified range. Higher number results in smoother animation but larger video file. If single frame capture mode is selected then a single image is captured (and counter in the filename is automatically incremented, therefore it can be used to acquire many screenshots manually).


	Output directory: Output image or video will be saved in this directory.


	Output file name: Output file name for video and lightbox.


	Video format:


	H264: modern compressed video format, compatible with current video players.


	H264 (high-quality): H264 with higher-quality setting, results in larger file.


	MPEG4: commonly used compressed video format, mostly compatible with older video players.


	MPEG4 (high-quality): MPEG4 with higher-quality setting, results in larger file.


	Animated GIF: file format that provides lower quality images and large files, but it is more compatible with some legacy image viewers and websites.


	Animated GIF (grayscale): animated GIF, saved as a grayscale image, resulting in slightly smaller files.






	Video length: Set total replay time of the video by adjusting the video frame rate.


	Video frame rate: Set replay frame rate of the video by adjusting video length.






Advanced


	Forward-backward: After generating images by animating in forward direction, adds animation in reverse direction as well. It removes the “jump” at the end of the animation when it is played repeatedly in a loop.


	Repeat: Repeat the entire animation the specified number of times. It is useful for making animations longer (e.g., for uploading to YouTube).


	ffmpeg executable: Path to ffmpeg executable. Only used if video export is selected. Requires installation of ffmpeg video encoder.


	Video extra options: Options for ffmpeg that controls video format and quality. Only used if video export is selected.


	These parameters are already specified by the module and therefore should not be included in the extra options: -i (input files) -y (overwrite without asking) -r (frame rate) -start_number.


	Information about available options:


	https://trac.ffmpeg.org/wiki/Encode/H.264


	https://trac.ffmpeg.org/wiki/Encode/MPEG-4


	https://trac.ffmpeg.org/wiki/Encode/YouTube


	https://ffmpeg.org/ffmpeg-all.html










	Image file name pattern: Defines image file naming pattern. %05d will be replaced by the image number (5 numbers, padded with zeros). This is only used if image series output is selected.


	Lightbox image columns: Number of columns in the generated lighbox image.


	Maximum number of images: Specifies the maximum range of the “number of images” slider. Useful for creating very long animations.


	Output volume node: If “single frame” capture mode is selected then the output can be saved into the selected volume node.


	View controllers: Show view controllers. If unchecked then view controllers will be temporarily hidden during screen capture.


	Transparent background: If checked then images will be captured with transparent background.


	Watermark image: Adds a watermark image to the captured images.

[image: watermarked image]


	Position: Position of the watermark image over the captured image.


	Size: Watermark image size, as percentage of the original size.


	Opacity:  Watermark image opacity, larger value makes the watermark more visible (less transparent).











Setting up ffmpeg

FFmpeg library is not packaged with 3D Slicer due to large package size and licensing requirements for some video compression methods (see https://ffmpeg.org/legal.html). The FFmpeg library has to be downloaded and set up only once and 3D Slicer will remember its location.


Windows setup instructions

On Windows, Screen Capture model can automatically download and install ffmpeg when needed. Follow these instructions for manual setup:


	Download ffmpeg from here: https://ffmpeg.org/download.html (click Windows icon, select a package, for example Download FFmpeg64-bit static)


	Extract downloaded package (for example, to C:\Users\Public)


	In Advanced section, ffmpeg executable: select path for ffmpeg.exe (for example, C:\Users\Public\ffmpeg-20160912-bc7066f-win32-static\bin\ffmpeg.exe)






MacOS setup instructions


	Install homebrew (from https://brew.sh/)


	Run:

brew install ffmpeg







	In Advanced section, ffmpeg executable: select /usr/local/bin/ffmpeg






Linux setup instructions


	Run these commands from the terminal:

git clone https://git.ffmpeg.org/ffmpeg.git ffmpeg
cd ffmpeg
sudo apt-get install libx264-dev
./configure --enable-gpl --enable-libx264 --prefix=${HOME}
make install







	In Advanced section, ffmpeg executable: select ${HOME}/bin/ffmpeg







Related modules


	Animator [https://github.com/SlicerMorph/SlicerMorph/tree/master/Docs/Animator#readme] module in SlicerMorph extension [https://slicermorph.github.io/] allows creating more complex animations, such as cutting through a volume (by changing region of interest), adjusting volume rendering transfer functions, or exploding view of complex model assembly.


	Scene Views module can create snapshot of the entire scene content along with a screenshot, which are all saved in the scene.


	Capture Toolbar allows creation simple screenshots that are saved in the scene. The feature may be removed in the future. Screen Capture module’s “Output volume node” feature can be used for saving screenshots in the scene.






Information for developers


	This is a Python scripted module. Source code is available here [https://github.com/Slicer/Slicer/blob/main/Modules/Scripted/ScreenCapture/ScreenCapture.py].


	Examples of capturing images are available in the Script Repository
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Dynamic Modeler


Overview

This is a module that provides an extensible framework for automatic processing of mesh nodes by executing “Tools” on the input to generate output mesh. Output of a tool can be used as input in another tool, which allows specification of complex editing operations. This is similar to “parametric editing” in engineering CAD software, but this module is specifically developed to work well on complex meshes used in biomedical applications (while most engineering CAD software does not directly support parametric editing of complex polygonal meshes).

See examples of potential applications using the Dynamic Modeler module here [https://www.youtube.com/watch?v=F6fNMQTxD-4].

[image: ]



How to use

To create a new tool node, switch to the Dynamic Modeler module, and click on one of the tool buttons along the top of the module representing the tool that you would like to create.

Within the “Input nodes” section, select all required nodes. Note that some inputs can be selected multiple times, denoted by the [#] following the input name.

Within the “Parameters” section, you can adjust all parameters as needed.

Within the “Output nodes” section, select all desired outputs. At least one output must be selected.

Click on the Apply button to run the tool once, or check the checkbox on the Apply button to enable automatic update (so that outputs are automatically recomputed whenever inputs change). Tools cannot be run continuously if one of the input nodes is present in the output. The tool can still be run on demand by clicking the apply button.



Tools


Plane cut

Cut a plane into two separate meshes using any number of markup planes or slice views. The planes can be combined using union, intersection and difference boolean operation.


Input nodes


	Model node: The surface model to be cut.


	Plane node (repeatable): The planes used to cut the model.






Parameters


	Cap surface: If enabled, creates a closed surface by triangulating the clipped region.


	Operation type: The method that will be used to combine multiple planes for cutting (union, intersection and difference boolean operations).






Output nodes


	Clipped output model (positive side): Portion of the cut model that is on the same side of the plane as the normal.


	Clipped output model (negative side): Portion of the cut model that is on the opposite side of the plane as the normal.







Curve cut

Extracts a region from the surface that is enclosed by a markup curve.


Input nodes


	Model: The surface model to be cut.


	Curve: The curve node (open or closed) that will be used to cut the model.


	Inside point (optional): Points list node defining the region that will be considered the inside. If not defined, then the smallest region will be defined as the inside.






Parameters


	Straight cut: If enabled, the surface will be cut as close to the curve as possible. Otherwise the original edges will be preserved.






Output nodes


	Inside model: The cut region of the original surface model that represents the inside region.


	Outside model: The cut region of the original surface model that represents the outside  region.







Boundary cut

Extracts a region from the surface that is enclosed by many markup curves and planes. In instances where there is ambiguity about which region should be extracted, a markup fiducial can be used to specify the region of interest.


Input nodes


	Model node: The surface model to be cut.


	Border node (repeatable): Plane or curve nodes that define the boundaries of the regions to be cut.


	Seed point node (optional): Points list node defining the regions that will be preserved in the output. If no points are defined, then the preserved region will be the region that is near the center of the defined boundaries.






Output nodes


	Model node: The region of the surface mesh that was cut by the specified boundaries.







Hollow

Create a shell from the surface of the model, effectively making it hollow.


Input nodes


	Model: The surface model to be converted to a shell.






Parameters


	Shell thickness: The thickness in millimeters of the resulting shell.






Output nodes


	Hollowed model: The output shell model.







Margin

Expands or shrinks a model by the specified margin.


Input nodes


	Model: Model to grow or shrink by the specified margin. Surface normals must be computed for the model, for example using Surface Toolbox module.





Note

Requires input models with precomputed surface normals.

Normals can be computed using SurfaceToolbox module or in Python scripting using the vtkPolyDataNormals VTK filter.

May create self-intersecting mesh if the margin value is large or the model has sharp edges.





Parameters


	Margin: If positive value is specified then the model will be expanded by this much towards the surface normal, if negative then the model will be shrunken. Keep the absolute value low to avoid self-intersection.






Output nodes


	Output model: Model generated by growing or shrinking the input model.







Mirror

Reflects the points in a model across the input plane. Useful in conjunction with the plane cut tool to cut a model in half and then mirror the selected half across the cutting plane.


Input nodes


	Model: Surface model to be mirrored.


	Mirror plane: Plane that the input model will be mirrored across.






Output nodes


	Mirrored model: Model mirrored across the plane.







Append

Combine multiple models into a single output model node.


Input nodes


	Model (repeatable): Models to be appended in the output.






Output nodes


	Appended model: Output model combining the input models.







ROI cut

Clips a vtkMRMLModelNode and returns the region of the model that is inside or outside the ROI. The tool can also add caps to the clipped regions to maintain a closed surface.


Input nodes


	Model node: Model node to be cut.


	ROI node: ROI node to cut the model node.






Parameters


	Cap surface: If enabled, create a closed surface by triangulating the clipped region.






Output nodes


	Clipped output model (inside): Portion of the cut model that is inside the ROI.


	Clipped output model (outside): Portion of the cut model that is outside the ROI.







Select by points

Allows selecting region(s) of a model node by specifying by markups fiducial points. Model points that are closer to the points than the specified selection distance are selected.


Input nodes


	Model node: Model node to select faces from.


	Fiducials node: Fiducials node to make the selection of model’s faces.






Parameters


	Selection distance: Selection distance of model’s points to input fiducials in millimeters.


	Selection algorithm: Method used to calculate points distance to seeds. “SphereRadius” method uses straight line distance. “GeodesicDistance” method uses distance on surface. Geodesic distance is computed using code from Krishnan K. “Geodesic Computations on Surfaces.” article published in the VTK journal in June 2013 [https://www.vtkjournal.org/browse/publication/891].






Output nodes


	Model with selection scalars: All model points have a selected scalar value that is 0 or 1.


	Model of the selected cells: Model that only contains the selected faces of the input model.








Information for developers

See examples for using Dynamic Modeler tools in the Script repository.
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Grayscale Model Maker


Overview

Create 3D surface models from grayscale data. This module uses Marching Cubes to create an isosurface at a given threshold. The resulting surface consists of triangles that separate a volume into regions below and above the threshold. The resulting surface can be smoothed and decimated. This model works on continuous data while the module Model Maker works on labeled (or discrete) data.



Panels and their use


IO: Input/output parameters


	Input Volume (InputVolume): Volume containing the input grayscale data.


	Output Geometry (OutputGeometry): Output that contains geometry model.






Grayscale Model Maker Parameters: Parameters used for making models.


	Threshold (Threshold): Grayscale threshold of isosurface. The resulting surface of triangles separates the volume into voxels that lie above (inside) and below (outside) the threshold.


	Model Name (Name): Name to use for this model.


	Smooth (Smooth): Number of smoothing iterations. If 0, no smoothing will be done.


	Decimate (Decimate): Target reduction during decimation, as a decimal percentage reduction in the number of polygons. If 0, no decimation will be done.


	Split Normals? (SplitNormals): Splitting normals is useful for visualizing sharp features. However it creates holes in surfaces which affect measurements


	Compute Point Normals? (PointNormals): Calculate the point normals? Calculated point normals make the surface appear smooth. Without point normals, the surface will appear faceted.






Advanced:


	Debug (Debug): Turn this flag on to log more details during execution.
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Label Map Smoothing


Overview

This filter smoothes a binary label map.  With a label map as input, this filter runs an anti-alising algorithm followed by a Gaussian smoothing algorithm.  The output is a smoothed label map.



Panels and their use


Label Selection Parameters: Parameters for selecting the label to smooth


	Label to smooth (labelToSmooth): The label to smooth.  All others will be ignored.  If no label is selected by the user, the maximum label in the image is chosen by default.






AntiAliasing Parameters: Parameters for the AntiAliasing algorithm


	Number of Iterations (numberOfIterations): The number of iterations of the level set AntiAliasing algorithm


	Maximum RMS Error (maxRMSError): The maximum RMS error.






Gaussian Smoothing Parameters: Parameters for Gaussian Smoothing


	Sigma (gaussianSigma): The standard deviation of the Gaussian kernel






IO: Input/output parameters


	Input Volume (inputVolume): Input label map to smooth


	Output Volume (outputVolume): Smoothed label map
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Merge Models


Overview

Merge the polydata from two input models and output a new model with the combined polydata. Uses the vtkAppendPolyData filter. Works on .vtp and .vtk surface files.



Panels and their use


IO: Input/output


	Model 1 (Model1): Input model 1


	Model 2 (Model2): Input model 2


	Output Model (ModelOutput): Output model
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Model Maker


Overview

Create 3D surface models from segmented data.Models are imported into Slicer under a model hierarchy node in a MRML scene. The model colors are set by the color table associated with the input volume (these colors will only be visible if you load the model scene file).
IO:
Specify an Input Volume that is a segmented label map volume. Create a new Models hierarchy to provide a structure to contain the return models created from the input volume.
Create Multiple:
If you specify a list of Labels, it will over ride any start/end label settings.
If you click Generate All it will over ride the list of labels and any start/end label settings.
Model Maker Parameters:
You can set the number of smoothing iterations, target reduction in number of polygons (decimal percentage). Use 0 and 1 if you wish 